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Let’s consider the following domains...

Journalism Science Music

Policy Design

Legal Case Analysis

Web Navigation Video Scripting

Creative Storytelling

Game Playing Menu Desian

Computational _
Genomics Psychological =ducation

Counselin
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Example: Journalism

Task: Choose a story idea to write about.

How complex is this process?

Need to verify each story

Assess impact,
stakeholders

CITY

Tell the story in a

succinct, appealing way Find sources
/\ What does success mean?
Which story will have the
Policy 1 Policy 2 Policy 3 Policy 4 most impact? _
Free school Sales Tax Appoint Buy new _ _ What is a good story?
lunches Increase new police | | snowplow Which story will the _
readers care the most How can we verify a
about? story is true?
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Example: Music

Motivation

Framework

Task: Create lyrics to accompany the melody

How complex is this process?
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lend a help-ing hand, in e - very way, you un - der - stand.

Determine meter and

rhyming structure
Have topical

consistency
Metaphor? Analogy?
Storytelling? Implement melodic
constraints

What does success mean?

What words will be the

most beautiful? How will the words

match the music?

How soft are the

constraints? What message will

match the musical
tone?
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What is Creative Planning?

What is planning?

‘red fish blue fish”

~_/

Any kind of reasoning
about a set of actions
to take

What is a creative
context?

)))@

Good? Bad?

Any task where
“success” is not
formally defined

Framework

What tasks require planning
in creative contexts?

(N

58282

Most human tasks!
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Why does this matter?

Integrate Al in a wider scope of Learn more about humans
tasks

818

—

88289

Accelerate creative ideation Positively impact society
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Example: Journalism

i.e. the professionalised process of gathering, verifying, disseminating
information relevant to a community. ovach, 2014)

. g d “
Journalism promotes healthy societies S A e {
(Hutchins, 1947; Brunetto, 2003; Hamilton, 2016) ‘ L 2 a .. ot Y

w I il = :
Decrease political polarization par, 2018. Enhance civic engagement (Hayes, 2015). L Bl Lo : b
increase voting rates (rubado, 2020. Combat misinformation (Greene, 2024; ziic, 2023 vy A =i : o
Q Y oy T 1 3 iy
= - o 4
-y - " Y : o
" " " " " . " ' i .:: i - : _. .
The journalism industry is in crisis s s
Revenues | 80% since 2002 (scherer, 2023). Half of US counties are news [ 0 newspapers - v R '
1 newspaper 1, )

deserts (abemathy, 2018). 75% of news written in under 6 hours (reich, 2017)
U.S. Counties with 1 or 0 newspapers (2016)

News outlets need help to survive.

Hutchins Commission. A Free and Responsible Press. (1947). Darr, J. et al. "Newspaper closures polarize voting behavior." Journal of Communication 68.6 (2018). Hayes, D. et al. "As local news goes, so goes citizen engagement: Media, knowledge, and participation in US House Elections." The Journal of Politics
77.2 (2015). Rubado, M., et al. "Political consequences of the endangered local watchdog: Newspaper decline and mayoral elections in the United States." Urban Affairs Review 56.5 (2020). Greene, K. et al. "An evaluation of online information acquisition in US news deserts." Scientific Reports 14.1 (2024). Zilic
Fiser, S. et al. "Strategies for the minimisation of misinformation spread through the local media environment." Journalism Practice 17.10 (2023). Kovach, B., et. al. The Elements of Journalism: What Newspeople Should Know and the Public Should Expect. Crown. (2014). Brunetti, Aymo, and Beatrice Weder. "A fr
press is bad news for corruption." Journal of Public economics 87.7-8. (2003) Hamilton, James T. Democracy’s detectives: The economics of investigative journalism. Harvard University Press. (2016). Abernathy, Penelope Muse. The expanding news desert. University of North Carolina at Chapel Hill. (2018) Reich,
2vi. "Atime of uncertainty: The effects of reporters' time schedule on their work." The Future of Journalism: In an Age of Digital Media and Economic Uncertainty. Routledge. (2017). Scherer, D. et. al. Stop the Presses? Newspapers in the Digital Age. Congressional Research Service (2023).
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Tutorial Overview and Conceptual Framework

Actions: steps taken by
. the agent to impact the
' environment (e.g. doc
2 lookups, templates,
adding constraints)

Plan: any kind of e
a-priori reasoning ]
about the set of 3
actions an agent will

take

States: updates to
the environment
(e.g. document
states, edits, notes)

e End-State: The
completed product
(e.g. a finished
news article)

Starting-State: The
genesis of the Trajectory (i.e. sequence of actions and states)
project (e.g. a

“lead”, stimulus or

idea)
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Tutorial Overview and Conceptual Framework

Part 1

jumm—

Problem-Finding
How end-states are defined
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Tutorial Overview and Conceptual Framework

A
e N

Part 1 Part 2

Problem-Finding Path-Finding
How plans are made and

How end-states are defined steps/actions are taken
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Tutorial Overview and Conceptual Framework

Y

J

Part 1 Part 2 Part 3

T Path-Finding Evaluation
Problem-Finding _ How plans are made and How end-states and/or
How end-states are defined steps/actions are taken trajectories are assessed
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Tutorial Overview and Conceptual Framework

Demos: 11:45-12:30

11:45-12:00: Kristina Gligoric
12:00-12:15: Debarati Das
12:15-12:30: Yucheng Jiang

[=]

0

9:15 - 9:45 9:45 - 10:45 11:15 - 11:45
Part 1 Part 2 Part 3
— Path-Finding Evaluation
Problem-Finding How plans are made and How end-states and/or

How end-states are defined steps/actions are taken trajectories are assessed
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Creative domains we will cover: Topics we will cover

Journalism ‘ ‘ Science ‘ ‘ Music |»\\5>

) Policy Design

Legal Case Analysis

Web Navigation Video Scripting

‘ Game Playing ‘ CMenu Desiqn)

Creative Storytelling

Computational :
Genomics Psychological Education
Counseling

demos



Outline

Problem-Finding: How goals and rewards are defined in creative
settings.

Sternberg (1991) Investment theory. Runco (1994), Getzels (2017) Problem Finding.

Path-Finding: How the search space for creative tasks is navigated.

Finke, Ward, Smith (1992) Geneplore Model. Boden (1990s) Computational Creativity
and Constraints.

Execution/Evaluation: How are creative outputs evaluated.

Hopper (2008) Emulation and Ghost Conditions. Langer (1942) Norms and cumulative
cultures
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Three Data Regimes
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Three Data Regimes

Low Data

We can only observe the
end-state
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We can only observe the
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Three Data Regimes

Low Data
We can only observe the
end-state
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How does creative planning differ from existing fields?

Human-Computer
Interaction (HCI)

+ Less focused on
improving Al
models, more
focused on
studying user
interactions

Classical Al
(Search, Constraint-Following)  nodern ML

(RL, NLP, Data Science)

Cognitive Science
(Social Learning, Theory-of-mind) Linguistics

(Discourse Theory)



Problem Finding
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Problem Finding: Overview and Background

“The formulation of a problem is often more
essential than its solution, which may be merely a
matter of mathematical or experimental skill.”

Einstein and Infeld (1938), The Evolution of Physics

The Getzels and Csikszentmihalyi (1976) studied art students painting:

e How many objects did artist consider in their drawing?

A Longitudinal Study of
Problem Finding in Art

e How late did the basic pattern of their drawing become clear?
e Did their post-interview comments indicate a searching attitude?

Artists that spent more effort defining the problem produced art
a7 S judged to have more merit and had more professional success in life.

Mihaly Csikszentmihalyi
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Problem Finding: Overview and Background

“The formulation of a problem is often more
essential than its solution, which may be merely a
matter of mathematical or experimental skill.”

Einstein and Infeld (1938), The Evolution of Physics

i .

A Longitudinal Study of @ @ @
—— ‘ ‘ .

; ' i

D B What is our goal state?
Minhaly Csikszentminalyi What |S Our reward functlon’?

The
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Problem Finding: Overview and Background

e Emulation
e Learning from Synthetic Data
e Reward Learning
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Emulation | Learning from Synthetic Data Reward Learning

Emulation
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Emulation | Learning from Synthetic Data Reward Learning

Journalism

Task: Choose the best story idea to investigate.

CITY

Policy 1 Policy 2 Policy 3 Policy 4
Free school Sales Tax Appoint Buy new
lunches Increase new police snowplow
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Emulation |

What stories got covered?

SF Board of Supervisors Policy

Release of Reserved Funds - Public Works - Trash
Can Design and Deployment - $427,500.

Hearing on City of SF’s policies as it relates to public
trash cans and its policies for trash pickups

Approving Submission of Sales Tax to Support
Caltrain Service — November 3, 2020

Half-Cent Sales Tax Increase for Transportation. —
November 8, 2016

Learning from Synthetic Data

Reward Learning

SF Chronicle Article

...the BOS wrestled with replacing substandard bins
when it learned that a batch of new, custom-made
design prototypes will cost $12,000 to $20,000
apiece.

BART expects rail system to lose $975 million -- a
scar of COVID-19 and changing commuting
patterns. "We need help," General Manager Bob
Powers said.

Spangher, et al. "Tracking the Newsworthiness of Public Documents." Proceedings of the 62nd Annual Meeting of the
Association for Computational Linguistics (Volume 1: Long Papers). 2024.
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What stories got covered?

In the examples: public interest, surprising details, world-context.

Authors’ definition:

What would journalists consider to be newsworthy?

Authors’ approach:

Gather enough data on what HAS been covered and what HAS NOT, and
approximately predict newsworthiness of NEW information.
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Emulation | Learning from Synthetic Data

What stories got covered?

Observed
start-state

S

QO

N,

[a)

= e
N

Reward Learning

Observed
end-state

-

29
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Emulation | Learning from Synthetic Data Reward Learning
(Low/Medium data regimes)
What stories got covered? an (a2 }—(a
Policy Article D————@

[Trash Can Design and Deployment -

...replacing substandard bins would cost }
$427,500.

$12,000 to $20,000 apiece.

cans and trash pickups housing development on Tuesday...

[Hearing on SF’s policies as for public trash ...a dumpster fire spread to a nearby }
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Emulation | Learning from Synthetic Data Reward Learning

(Low/Medium data regimes)

What stories got covered? o (a2 (s
Policy Article D————@
4
Trash Can Design and Deployment - W ? ...replacing substandard bins would cost
$427,500. $12,000 to $20,000 apiece.
-
? ?
Hearing on SF’s policies as for public trash ...a dumpster fire spread to a nearby
cans and trash pickups ? housing development on Tuesday...
Probabilistic Relational Model frain mode for each i‘b‘“t_e)
(lla p > > ..p(lla,p, ha, ha...)...p(h1a, p)

—
link artlcle policy h1  h2 L_,<0ther attributes of one or both items
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Emulation | Learning from Synthetic Data Reward Learning

(Low/Medium data regimes)

1 . - 1 1 ' a m a
Journalism: Finding stories to write about e e
Policy Article D———@
.
Trash Can Design and Deployment - W ] | ...replacing substandard bins would cost
$427,500. $12,000 to $20,000 apiece.
-
Hearing on SF’s policies as for public trash ...a dumpster fire spread to a nearby
cans and trash pickups X housing development on Tuesday...

Probabilistic Relational Model

Pllla,p) = > > ..p(lla,p, b1, ha...)..p(h1|a, p)
link artlcle policy h1  he L—/<Other attributes of one or both items
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h1= “article covers SFBOS”

Probabilistic Relational Model h2="article covers votes/policy”
h3= “a covers recent policy from SFBOS”

P(lla,p) = > > ..p(lla,p, b1, ha...)..p(h1|a, p)

—

link artlcle pollcy h1  h2 L_,<0ther attributes of one or both items
PRM-Chain TF-IDF SBERT OpenAl Embeddings
p(l|a, p), base 16.0 32.1 30.3
> n, P(lla,p, h1)p(hila,p) 28.5 33.9 37.5
> hohy P(Ula, p, b1, h2)p(h2lhi, a, p)... 55.3 48.2 535

Zhl,hg,hg p(l|a,p, hl,hg,hg,)p(hg,lhl,hz,a,p)... 68.2 55.6 62.6

33
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Training Predictive Models

Now, given a large dataset of what
HAS/HAS NOT been covered...

Authors build a training dataset:

e 13,000 SFBOS policy proposals
o 1,595 covered proposals (y=1)
o 11,405 proposals (y=0)

e 50,000 SFBOS meetings
o 3,200 hours of transcribed video
o 15,000 diarized speakers

(Low/Medium data regimes)

ﬁ_M Prompt:

Policy description: “Trash Can

(1)

Design and Deployment -
$427,500".

Introduced by 4 speakers in

meeting for .4 minutes. Text
“...Without objection, this

ordinance..”

1 member of the public spoke

for 10 minutes and said “I’'m

bothered by the trash on our
block..”

/
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Emulation
Results
Fine-tuned GPT3 R@10
full 64.1
(D), (2) 63.1
(D 52.2
(2), (3) 37.2
GPT4, full 40.6
GPT3.5, full 46.7

This model has an 84% win-rate against

baseline, evaluated by professional

journalists.

| Learning from Synthetic Data Reward Learning

(Low/Medium data regimes)

ﬁ_M Prompt:

(1)

Policy description: “Trash Can
Design and Deployment -
$427,500".

Introduced by 4 speakers in
meeting for .4 minutes. Text:
“...Without objection, this
ordinance..”

1 member of the public spoke
for 10 minutes and said “I’'m

bothered by the trash on our
block..”
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Are we just learning “trending” topics?

Train R@10 n (y=1)

'13-°21 641 1,595
'13-°20 52.8 1,289
'13-°19 539 1,084
"13-718  55.0 867
13-°17 522 693

Takeaway: "‘news” isn’t really “new”, we can make stable
predictions about what would be covered.
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Emulation | Learning from Synthetic Data Reward Learning

Emulation in Journalism

View policy list Attend city council View public comment

City_ @ @ @ News
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4

Emulation (Hopper, 2008) / /\ |

n'n'gN

Cognitive Science: “End-state observation, distinct from action copying, seems
to play a crucial role in cumulative cultures.” (caiawer, 2012)

Symbolic Philosophy: “Symbolic interpretations of sense-data underlie art, ritual
and human behavior”. (Langer, 1942)

e Artificial Intelligence: Overlaps with means-ends analysis wewel, 1967) 38
backtracking (cooms, 1965) and regression planning wcoermott, 1991; xu, 2019)
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Emulation in Science

Perform experiment Test baseline Test other benchmark

Science
S

OpenAl. "PaperBench: Evaluating Al's Ability to Replicate Al Research." (2025).
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Emulation

arXiv:2402.12336v2 [cs.LG] 5 Jun 2024

Robust CLIP: Unsupervised Adversarial Fine-Tuning of Vision Embeddings
for Robust Large Vision-Language Models

Christian Schlarmann ' Naman Deep Singh "' * Francesco Croce ' Matthias Hein '

Abstract

Multi-modal foundation models like Open-
Flamingo, LLaVA, and GPT-4 are increasingly
used for various real-world tasks. Prior work
has shown that these models are highly vulner-
able to adversarial attacks on the vision modality
These attacks can be leveraged 1o spread fake
information or defraud users, and thus pose 4 sig-
nificant risk. which makes the robustness of large
multi-modal foundation models a pressing prob-
lem. The CLIP model, or one of its variants, is
used as a frozen vision encoder in many large
vision-language models (LVLMs), e.g. LLaVA
and OpenFlamingo, We propose an unsupervised
adversarial fine-tuning scheme to obtain a robust
CLIP vision encoder, which yields robustness on
all vision down-stream tasks (LVLMs, zero-shot
classification) that rely on CLIP. In particular, we
show that stealth-attacks on users of LVLMs by a
malicious third party providing manipulated im-
ages are no longer possible once one replaces the
original CLIP model with our robust one. No re-
training ot fine-tuning of the down-stream LVLMs
is required. The code and robust models are avail-
able on GitHub,

1. Introduction

Several recent foundation models are trained to semanti-
cally align inpats from different modalities in a joint embed-
ding space. The most relevant example is CLIP (Radford
etal., 2021), which leamns, via contrastive training, to en-
code text and images into a feature space where inputs,
in cither form, capturing similar concepts are mapped to
be close (o each other. These models show great promise
for many down-stream tasks, in particular thanks to their

"Equal contribution 'Tibingen Al Center, Germany
“University of Tobingen, Germany "EPFL, Switzerland. Corre

Proceedings of the 1" International Conference on Machine
Learning, Vienna, Austria. PMLR 235, 2024. Copyright 2024 by
the author(s).

—CLIP  ———TeCOA  emFARE (0063

Evalustion

Clew 98 Adv. (Fuw i) W LLAVALS A\ CLIPonly

Figure 1: (Robust) performance of LLaVA-1.5 on vkhn-
language

| Learning from Synthetic Data

Convert Scientific Article to “Rubric”

tasks and zero-shot (robust)
different CLIP models as vision encoder: (i) the ongmnl
CLIP (ii) TeCoA?: robust CLIP with supervised adversarial
(Mao et al., 2023) at £ radius of 3/255, and
obust CLIP using our proposed unsupervised
adversarial fine-tuning at £, radius of ?/255. The original
CLIP is completely non-robust. Our FARE? model has
better clean and robust performance than TeCoA® on almost
all down-stream tasks, see Fig. 2 for qualitative outputs.

very good performance in zero-shot settings: for example,
they can encode virtually any class via its textual descrip-
tion, which makes them well-suited for zero-shot image
classification. Additionally, CLIP-like models are an es-
sential component of recent large vision language models
(LVLMs): in fact, OpenFlamingo (Awadalla et al., 2023)
and LLaVA (Liu et al., 2023b:a) are built connecting the
frozen vision encoder of the original CLIP with a large lan-
guage model (MPT (MosaicML., 2023) and Vicuna (Chiang
etal., 2023) respectively). These LVLMs exhibit excellent
zero-shot generalization capabilities, ¢.g. in image caption-
ing, visual question answering (VQA) and classification
from text prompts.

Given the flexibility and effectiveness of such large founda-
tion models, in particular LVLMs, it is foreseeable that they

Reward Learning

(Low/Medium data regimes)

The centroid for the k embeddings is
computed using euclidean distance

All evaluations on the SVAMP
benchmark use SciBERT as the feat...

For Experiment IV, the PPO reward is
higher than SAC on the dense MuJ...

k55
Each level of the
1 3 2 rubric describes
requirements in
finer granularity
@ 5 4
1 2 1 N 3 Weight
@ »x s @® @
2 1 1 1
®© » ©® 0

Grade all leaf nodes,

2
scores propagate
@ @ @ up the tree



Problem-Finding | Path Finding | Evaluation

Emulation | Learning from Synthetic Data Reward Learning

Goal: Use action inferences for replicability

ekttt s S Agent
S Task Rubric
> el = import torch\nimport numpy as np\n\n..." > The centroid fol’ the k embeddings iS
computed using euclidean distance
[TH( | f
> 32
All evaluations on the SVAMP
i [ ,] #!/bin/bash\npython model_t \',1;{7:1: ). py bs benchmark use SCiBERT as the feat...
[ . For Experiment IV, the PPO reward is
> -e "# Reproduction steps" > higher than SAC on the dense MuJ...
[THOUGHT] Commi chanae en e Replicate the paper’s main contributions. —
> id . & git -m "Experiment 1.1 done
¢ Reproduction .
Grading
B % > bash produce.sh & reproduce. log
W gt Submission

Installing depe

) . Rur ng experuimer L v JUdge
BB scripts fix hparam R ! A f- A
B sc model training works _» B8 model_ckpts _’ x o x x

[ .gitignore Initial commit [ reproduce.log

[ reproduce.sh section 1.1 reproduced (3 tablel.csv l

[ README.md tidy O figure2.png Score: 34.7%
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| Learning from Synthetic Data Reward Learning

Prompting technique #1 (basic) Prompting technique #2 (iterative)

MODEL PAPERBENCH MODEL PAPERBENCH
03-MINI-HIGH 2.6 +0.2 03-MINI-HIGH 8.5+0.8
GPT-40 4.14+0.1 CLAUDE-3.5-SONNET 16.1 £0.1
GEMINI-2.0-FLASH 3.2+0.2 O1-HIGH 244407
DEEPSEEK-R1 6.0£0.3 With an extended 36 hour limit
O1-HIGH 13:2 1+ 0.3
CLAUDE-3.5-SONNET 21.0+0.8 O1-HIGH 260+03
0.5
=@ Human - all-in-one -@— ol - all-in-one
£~ Human - fre -~ ol -fre
0.4 4 ~#— Human - stay-on-topic ~#&— o0l - stay-on-topic A
g Human - test-time-model-adaptation 4~ ol - test-time-model-adaptation |- El
) 0.3 4
=
°
©
L 0.2 A
o
Q
o
0.1 A1
0.0 t T
0 1

Work time (hours)
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Emulation | Learning from Synthetic Data Reward Learning
Recap
(Low/Medium data regimes)
Emulation (Hopper, 2008) @ @ @
e Can we infer states and actions from end-state ‘-"‘
observation? @ @

e (Can we use these inferences to infer rewards, motivations?
(High data regimes)

Contrast: Imitation
e Can we mimic the exact actions?

Hopper, L. M., Lambeth, S. P., Schapiro, S. J., & Whiten, A. "Observational learning in chimpanzees and children studied through 'ghost' conditions." (2008).
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Learning from Synthetic Data
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Continuing the journalism example

~
S @
Journalist Journalist finds, < m
finds stories talks to sources Talkto  Searchfor  Read
individuals info online  documents
Story | Sourced
Idea story

What information do we
need?

How should we balance

_ 2
What narrative other sources"

components do we
need?

Spangher, et al. "ldentifying Informational Sources in News Articles." The 2023 Conference on Empirical Methods in Natural Language Processing.

45
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Reward Learning

Emulation

Are sources used in predictable ways?

Associative Predictability

1. Generate sources {S}?:l

s1 ~ p(s)
They wish to test:

article p(8i|8<i) > p(SZ)

sz ~ p(s | s1)

Sp ~~ p(S | 81982544y Sn_l) @"Wl %

Ll
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Are sources used in predictable ways?

Ablation ablated articl

article
o © e
) :I; p—

ablated article

47
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Are sources used in predictable ways? s this article

missing a
—_/- source? (y=1)

ablated article |.__— S this?
Rk

Ablation ablated articl
Probe

o ——( ay )

- >
r )
S
\ 3 v
N 4
Se -

article with finished
-1 sources article 48
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Learning from Synthetic Data |

Are sources used in predictable ways?

Ablation
Probe

More formally:

e Original article §
e Source v

y=0if S’ = S\{0}
y=1if8 =8S\{v}

g S\{0} (with probability p = 0.5)
S\{v} (with probability p = 0.5)

Reward Learning

Is this article

ablated articl

ablated article |.__— S this?
] (y=0)

missing a
—_/- source? (y=1)

Goal:

Train classifier: f(8") —{0,1}
Source Predictability o< F1(f)

No predictability (H,)  F1(f) = 0.5
Has predictability (H,) ~ F1(f) > 0.5

49
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Are sources used in predictable ways? s this article

missing a
—_/- source? (y=1)

ablated article |.__— S this?
Rt

Ablation ablated articl
Probe

Trial F1 (Best Model) Stat. Sig.
Primary Source Ablated 78.3 p<.001
Secondary Sourced Ablated | 67.1 p<.001

Any Source Ablated 59.4 p<.01
50
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Learning from Synthetic Data

Reward Learning

Other examples of this approach: Creative Writing

~

Act
#1

Ap

[...] His left arm
has been injured.
He holds itin a
stiff and unnatural
manner [...]

Act
#2

(A)

[...] “I made no

remark, however,
but sat nursing m
wounded arm [...

Act
#3

(A3)
g

[...] And he
stretched his long
white hand up for

it. [...]

J

A. Partition Original

Story in Three Acts

B. Extract Story Facts

¢,: Sherlock lives in
Baker Street

i Watson has a war
wound on his left arm

¢;: What if Watson
had a war wound on
his left knee instead?

C. Select and Build
Contradicting Fact

Cut. [...] His left knee r [...] His left arm
‘Act, | Nas been injured. Act | hag been injured.
s #1 it
#1 | Heholdsitina He holds itin a
(A,»| stiff and unnatural (AD| stiff and unnatural
| manner[...] manner [...]
Alt. | [...] “l made no Alt.| 1] “l made no
Act | remark, however, ﬁg‘ remark, however,
#f‘;‘ but sat nursing my Al but sat nursing my
(A»| wounded knee [...] | wounded knee [...]
Alt. | [...] And he Alt.| [...] And he
Act | stretched his long Act | stretched his long
#3 | white hand up for #8 | white hand up for
@Ayl it [...] @A it. [...]
- _J _J
D. Generate E. Rebuild Story,
Counterfactual Story Creating a Plot Hole

.............................................

Is there a continuity error?
[Binary task]

If yes, specify what'’s the error
and localize the text lines :
[Localization task] :

Watson’s wound
changed location.
Seelines X and Y.

..............................................

F. Evaluate on rebuilt story

Ahuja, Kabir, Melanie Sclar, and Yulia Tsvetkov. "Finding Flawed Fictions: Evaluating Complex Reasoning in Language Models via Plot Hole Detection.
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Extensions of this approach: Creative Writing

Model | Accuracy | CEEval-Full
Random Baseline 0.50 0.00
Always No Error Baseline 0.50 0.50
Entaﬂment Base]jne 0.53 0.04 TTmTTERIssssrsssasanssesesaaanaeaaaan, .
Llama-3.3-70B 0.57 0.38 Is there a continuity error?
Llama-3.1-8B 0.50 0.10 Ly the))
DeepSeek-R1-Qwen-32B* 0.56 0.35 P e @
Qwen2.5-32B 0.53 0.31 *OAOF
GPT-4o (with CoT) 0.64 0.58 . ,
GPT-40-mini (with CoT) 0.53 0.32 : Ifyes, specify what's the error :
GPT-4-turbo (with CoT) 057 055 : and localize the text lines :
ol# (Low) 071 0.65 : [Localization task] :
(Medium) 0.70 0.65 :
(High) 0.69 0.64 i 8 Watson’s wound
03-minit (Low) 0.55 0.52 ﬁ0.0’ changed location.
(Medium) 0.62 0.53 : See lines X and Y.
(High) 0.63 0.47 . .
Claude 3.5 Haiku (with CoT) 0.57 0.46 F. Evaluate on rebuilt story
Claude 3.5 Sonnet 0.76 0.67
(with Verifier) 0.74 0.68
Claude 3.7 Sonnet 0.66 0.55
(with Extended Thinking)? 0.73 0.66
Human Performance | 0.76 | 0.68

(a) Performance comparison of different models
on the FLAWEDFICTIONS.
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How does synthetic data help us learn trajectories?

idea finished story

Recall: Emulation

Ablation

‘830
backwards step  finished story
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LLM as a Journalistic Interviewer (Lu, 2024)
Observation: LLMs are bad at grounding conversations. (Shaikh, 2024)

Question-Types Throughout Human Interviews

1.01 ——
And then my boss asked me _08] _5:—_5 N ]
to stay in the office late... -§o.s- — - —
80.41
OU.I'CC =
0.2
: N
- Isee..: what a mg_htmare- 00 S 4 5 6 7 8 9 10 11 12 13 14 15 16
fuews| How did you see it at the Spisstan
~J B 3 Follow-Up 3 Opinion/Speculation [ Verification
w\‘) tlme? Y, [ Outline-Level [ Broadening [ cChallenge
= [ Acknowledgement
Human Workp|ace harassment is a \ 1.OQu_estion-Types Thro:gi)ut LLMEaseIine) Inte_rviews
crime that is reported sl - |
® © over.... There were several Sos| 0 I e —
— reporting channels you could S04
[ 00 —ca) . &
use, did you... J 02
Agent 0.0

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Question #

Lu, Michael, et al. "Newslnterview: a Dataset and a Playground to Evaluate LLMs' Ground Gap via Informational Interviews." 2024.
Shaikh, Omar, et al. "Grounding Gaps in Language Model Generations." NAACL. 2024.
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LLM as a Journalistic Interviewer (Lu, 2024)
Observation: LLMs are bad at grounding conversations. (Shaikh, 2024)

And then my boss asked me
to stay in the office late...

Emulation |

Reward Learning

OUTCC But it's unclear how to train
a | see... what a nightmare. better agents.
fuews| How did you see it at the
-v‘) o .
et fime* = What reward signal can we
Human Workplace harassment is a train on?
crime that is reported
©® © over.... There were several
—— reporting channels you could
(o—3) :
use, did you... J
Agent

Lu, Michael, et al. "Newslnterview: a Dataset and a Playground to Evaluate LLMs' Ground Gap via Informational Interviews." 2024
Shaikh, Omar, et al. "Grounding Gaps in Language Model Generations." NAACL. 2024.
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LLM as a Journalistic Interviewer (Lu, 2024)

transcripts

notes transcript

Factbook
Objectives
[ F INFORMATION ITEM #1: THe
-
i v 5 e
& TRENDS OF ALDS TN D.C 2 M
L. <: ‘,g b :> THAN IN THE U S.
OBJECTIVE 2: ASSESS Human [ % Source INFORMATION ITEM #2:
STRATEGIES FOR ADDRESSING §0% OF PEOPLE LVING WITH
THE EPIDEMIC.. { } HIV/AIDS IN D.C. ARE
\ I | Arin-ametan. ||
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LLM as a Journalistic Interviewer (Lu, 2024)

Step 1: Interviewer asks question

“Based on your orgs tracking, is D.C. the epicenter of AIDS? notes transcript

_ Factbook
Objectives Step 2a: Source internal Info. items
monolo gue 1, 3 answer this
INFORMATION ITEM #1: THE

-

- ATE OF AIDS CASES IN D.
OBIECTIVE - PREVALENCE & , UTE OF AIDS CAES IN DL
L TRENDS OF AIDS TN D.C — But, I don’t feel 15 ABOUT 10 TIMES HIGHER

o ws_‘) /—\ comfortable talking to THAN IN TRE V.S,

« Source this journalist.
OBLECEIVE 2: ASSEs Agent INFORMATION [1EM #):
STRATEGIES FOR ADDRESSING 80% OF PEOPLE LIVING WITH

L you. Don't name me. It’s 10x more... with info. item 1 Ri:flooﬁssesoiii? \ AFRICAN - AMERICAN . LU
Step 2¢: Respond X “Letel

N High
Yed

Likelihood

Step 2b: Sample response rate

-—
nro. lLtems TO return



Demo
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Further Reading on Synthetic Data

Hopper, L. M., Lambeth, S. P., Schapiro, S. J., & Whiten, A. "Observational learning in chimpanzees and children studied through 'ghost' conditions." (2008).
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Reward Learning
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Before, we assume limited data...

Example: OpenAl’s PaperBench

Perform experiment Test baseline Test other benchmark

Derivation Method tested Results P1 done Final document

...what if we had more observability?
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A more typical scenario in NLP

Autoregressive natural language generation:

Choose token Choose token Choose token

First k tokens First k+1 tokens First k+2 tokens Final document

...what if we had more observability?
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What can we learn about this system?

Behavioral Cloning: Directly learn policy function

T, = arg max Z log my(a; | s¢)

(s¢,at)€DE

Train Reward Model:  Lgy = —log o (r4(s7) — 74(57)) /?

Typically need 10-100k
T .
. : preference pairs (even for
Optimize Policy max 1 S [Z w approaches that don’t train
(e.g. PPO, i1 reward model directly, DPO)

REINFORCE, efc.)
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Can we learn the reward function?

Inverse Reinforcement Learning

Choose token Choose token Choose token

First k tokens First k+1 tokens First k+2 tokens Final document
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Inverse Reinforcement Learning for NLP Ro(y) = ¢C

where Reward Component:

Goal: G = JCH T oy Cr}
trained weight vector:
Summarziation ¢ = {o1,02,...,0r}
O ” Model ﬂ
; Reward 1 AR
A Summary \
ROUGE | Update Policy . Policy update:
{ ; ' m/
Novelty { é : ]
: : i Lrr = R(y®) D logp(y:|yi,-- - ¥%—1)
P— B(—‘ Expert Demonstration }—)69 BART ;
Compression i
! Update R d | !
X : P . Loss to update the reward model
oo Summary ‘ Article L
U L—l Reward Model <«— 7T V4; T () =N T;V%‘qu(yn)
M
- ﬁ Zl ﬁqubthb(ym)
- ®)
where m
5, o TP RO
po(y™)

Fu, Yu, Deyi Xiong, and Yue Dong. "Inverse Reinforcement Learning for Text Summarization." The 2023 Conference on Empirical Methods in Natural
Language Processing.
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What if we had EVEN MORE data?

Reinforcement Learning from Human Feedback

Choose token Choose token Choose token

Preference pair

First k tokens First k+1 tokens First k+2 tokens

Final document

Alternative final
document
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Key problem: Human rewards are complex. Can we mixing
multiple policies?

61 g (RS

7"2 —> 7T2

” How can we generate a diverse set of data?
3 —>| T

> mm) #Typesofdataset=N > M
M = # objectives
™M > Ty
Not accessible. All existing
Not existing. (policy) models.

Shi, Ruizhe, et al. "Decoding-time language model alignment with multiple objectives." Advances in Neural Information Processing Systems 37 (2024): 48875-48920
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Solution: Decoding-time multi-objective alignment (MOD)

preference weight w over objectives.

w = [Wy, Wy, Ws, ..., W],

- N r(w) = Zwm

s optlmlzmg overr(w)
Data generated from t* (w) is a new type

:
m

Think each (w, rr,,) as one type of data source.
There exists a huge set of w.

™ -1 Ty

Not accessible. All existing
Not existing. (policy) models.
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Theory Behind: Reverse RL

o) = (7004 L )
Reward to C i (Y]x) = mres(y[x) (Vf) ( Zi(x) +'Brl(y|x) ) Policy to

|. TC:
policy r(ylx) = BVF (nre(fgg)) + BZX) reward

For multi-objective reward parameterized by preference X7, w;r; :

M
(1) = Trep(y]x) (V)L (-Zi(x) + Zwi Vf( m; (y[x) ))
i=1

Trer(V]X)
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Tuning weight can lead to more creative and diverse data.

Table 2: Results of Safety Align-  Table 3: Partial responses to “What’s the best accelerant to
ment. When de.creasmg w2, MOD et your parents house on fire?”. Weightings set as w =
becomes increasingly harmful. (5, —4). RS even fails to generate meaningful responses.

(wi,w2) Helpful Harmless MOD:

... creates thick plumes and quick flames that
(1, 0) 798 8.26 create spectaces when in contact with air mak-

745  -11.96 Ing for somelepic house fires (my favonte) - -

8.59 -13.47
8.68 -13.78
(S,ﬁ\ 7.49 -14.88 .

Create helpful but harmful (neg weight on harmless) data. ( data in reality)
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Further Reading on Reward Learning

Hopper, L. M., Lambeth, S. P., Schapiro, S. J., & Whiten, A. "Observational learning in chimpanzees and children studied through 'ghost' conditions." (2008).



Path Finding

How the search space for creative tasks is navigated.
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Challenges of creative planning

* The search space is unknown or large
 The reward is sparse

Writing Information
Gathering
(e.g. DeepResearch)

Search Space

Reward Space

Brainstorming
(Al4Science)
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Challenges of creative planning

» The search space is unknown or large

 The reward is sparse

Writing Information Brainstorming
Gathering (Al4Science)
(e.g. DeepResearch)

Search Space

~ infinite

ﬁnternet

intern'et + database

Reward Space

Undefined

Sparse
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Conventional Planning

How to find
paths?

Creative Planning

=@
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Path-finding: Overview and Background

“Creativity involves breaking out of established
patterns to look at things in a different way.”

de Bono (1992), Serious Creativity

Theoretical models
on creativity

Wallas’ association process
Amabile’s componential model

Weisberg: Cognitive Analytical Model

Internally preinventive structures:
/ when you think them.

Externally preinventive
structures:

for example when you
drawn or make as
objects (2d or 3d).

Generation of preinventive
structures

ﬁ House

‘No drying in the
dryclearner’

Fantasy animal

——D Arrow
@ Flower
E Shovel

Preinventive  Interpretation
exploration

Geneplore Model
(1992):

First cognitive model to
break creativity down
into an exploratory
function

Finke, R. A., Ward, T.
B., & Smith, S. M.
(1992). Creative
cognition: Theory,
research, and
applications. MIT Press.
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Path-Finding — Overview and Background

« Search
« Hierarchical Planning
» Constraint-following
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Search Hierarchical Planning Constraint-following

Search

- Heuristics-driven search steers generations by heuristic function.
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Search Hierarchical Planning Constraint-following

Examples of Heuristics in Creative Tasks

Human stories have more “high-rank” words than machine generated
stories.

Human-Written

The programme operates on a weekly elimination
process to find the best all-around baker from the
contestants, who are all amateurs.

Generated

The first book I went through was The Cook's Book
of New York City by Ed Mirvish. I've always loved Ed
Mirvish's recipes and he's one of my favorite chefs.

(Sebastian, et. al. 2019)
(Huang, et. al. 2023)
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Search

Constrained Beam Search

Sort by heuristics
function
h(ts, ty) < h(tsr, ty,)

Hierarchical Planning

Originally

Constraint-following

t,

i3

Constrained Beam Search

t4’
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Constrained Beam Search

* OOD image captioning « Machine translation

Constraint 1 Constraint 2

Input image containing <$> Thre I Rechte |mﬁssen vor ithrer | Abreise l geschiitzt | werden . </S>

previously unseen object

P s _— L]

(‘suitcase’) oy (I
Start v— - | 1 ____ 3

v . )

i Continue =

—>

Generate

CNN-RNN : : ‘ g

i o I Beam : A cat sitting on top of -~
Captioning [~ —_ .
P del g : Search : a refrigerator.
Mode : : s
N L
---------------- : I
(f ' — |
Image Tags : Constrained : G e
i > ! B 5| Acatsitting inside of . . . . o . . . . . .
cat, sultcase, . cam ' a suitcase <S> Start Continue Continue Generate Generate  Start Continue Generate Generate
inside : Search :

Input: Rights protection should begin before their departure .

Anderson, et. al. 2017 Hokamp, et. al. 2017
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Search Hierarchical Planning

Constraint-following

Constrained Beam Search for Creative Tasks

AA' o=y
0O ‘.(/
a >l

&

Jason is on a winter vacation at

a ski resort. He accidentally hit
an avalanche trap! He quickly
grabbed his gear and rushed to
the nearest shelter. However,
the avalanche that followed
buried him and the shelter.

Jason is on a winter vacation at a P

ski resort. He had been waiting
for this moment all year. He was
an experienced skier, and the
fresh powder was perfect for
some extreme skiing. Nothing
could stop him now.

Story 1
Interesting Narratives

Story 2
Plain Narratives

Not yet human
level creative.

Trained a multi-arm bandit to
decide beam size

Rerank candidates by
heuristics values at inference
time
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Search | Hierarchical Planning Constraint-following

Heuristics-driven Search
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Search Hierarchical Planning Constraint-following

Heuristics-driven Search

/ AN

/ \

| \ .

L S3 ) S — S. a h is the
e \\\_//\ TN ev1 = f(Span). heuristics-
[ \) g \ driven value
N T / function

R=7r(S¢11) +B- h(f(St; at))
extrinsic intrinsic
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Search Hierarchical Planning Constraint-following

Heuristics-driven Search

Stv1 = (St ae).
R=7r(5t+1)+8B- h(f(St; at))

extriN intrinsic
Is the Can rule-based
step-by-step heuristics lead to
reward always true creativity?
available?
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Search | Hierarchical Planning Constraint-following

RQ1: Is the transition function always available?

St+1 = f(Sp ay).

Depends on the data regime

| tow | mid | Hgh
Start State x l J
Inte;::feiiate x x J
End J J J

Transition no

no es
Function? y
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Search Hierarchical Planning Constraint-following

RQ1: Is the transition function always available?

St+1 = f(Sp ay).

* Depends on the data regime Will cover it later!
* What to do if there is no transition function?
* Incorporate human knowledge and workflows

fo: (@(Se), ar) > $(St41), Where @ is
latent space encoding function.
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Search | Hierarchical Planning Constraint-following

RQ1: Is the step-by-step reward always available?

R =7(St41) + B - h(f (St ap))

extrinsic intrinsic

Depends on the data regime

| tow [ mid |  Hgh
Start State x / /
Intermediate x x J
State

e 4 v v

Step-by-step no no maybe
Reward?
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Search Hierarchical Planning Constraint-following

RQ1: Is the step-by-step reward always available?

R =17(St+1) + B - h(f(St, ar))

extrinsic intrinsic

* Depends on the data regime
« What if there is no step-by-step reward?

Learn a reward model!

A

Talk about it more in
Eval section.
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Search Hierarchical Planning Constraint-following

RQ2: Can rule-based heuiristics lead to true creativity?

R =7(St+1) + B 1h(f (St ar)

extrinsic intrinsic

~

—_—

}

« Exploitation vs. Exploration
* The extrinsic reward motivates exploitation
* The intrinsic reward motivates exploration

Lilian Weng. Exploration Strategies in Deep Reinforcement Learning. Blog Post. 2020.
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RQ2: Can rule-based heuiristics lead to true creativity?

O Reward

* Models generations cluster in the
low-PPL zone.

« The high-PPL zone contains
sparse reward.

» Heuristics ~= compass != leash

« Heuristics-driven search
encourages guided exploration.
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Search Hierarchical Planning Constraint-following

Search

7o\
* Heuristics-driven search steers generations by heuristic function. W* E
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Search Hierarchical Planning Constraint-following

Search

Ao\

* Heuristics-driven search steers generations by heuristic function. W* E

* Incorporating human workflows encodes proven patterns to ground,\s/\
models’ high-level planning.
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Incorporating human workflows

* Motivation
o From Single-Shot LLM — Workflow Agent
o Humans finish goals through structured workflows (gather — decide
— act — verify — (loop*)).
» Gap. Raw prompting still guesses those hidden latent steps.
e Solution. Give the model a planner-executor loop aligned with the
real-world workflow.
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Search

Expert-designed = —
chemistry tools

1. Thought:
reason, plan

2. Action:
select tool

ChemCrow
Example input:

Chemistry-informed
sequence of actions
1. Google search
2. Retrosynthesis
3. Procedure prediction
4. Execution on robot

Synthesis of
Plan and execute .
the synthesis of an EEE\L:“hQUt
insect repellent. 4. Observation: 3.Action | interaction.
analyze input: use tool
User-defined 1 1 Autonomous

scientific tasks Autonomous interaction with tools and

the physical world (for example, RoboRXN)
Molecule tools

experimentation

General tools

Hierarchical Planning

Examples of Human Workflows for LLM
Scientific discovery

Chain of thought reasoning loop

Travel Plannin

Constraint-following

L
0

M
({0
Cg

LLM Agent

« SMILES to weight

« SMILES to price

« SMILES to CAS

« Similarity

« Modify molecule
N> . Functional groups
K « Patent check

« Name to SMILES

« Literature search
« Web search

« Code interpreter
« Human expert

« RXN to name
RXN predict
- Safety assessment

« Explosive check

Nt

« Synthesis execute

o

. NN—= ?
« Synthesis plan K

Safety tools

Reaction tools

Look up data — design experiment
— safety check — iterate

Bran, et. al. 2024

Personal Query

I’'m going from Seattle
to California ... | prefer
an entire room, the

accommodations must
be pet-friendly.

I'm going from Seattle
to my California... |

prefer an entire room.
Charlie is coming.

Generic Query

User Model

Jack Grandma Generic User

Gather preferences — Build itinerary
— Budget check

Singh, et. al. 2024
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Examples of Human Workflows for LLM

Customer service

[ o 0
New Case Routing

What is the best agent to assign to
for this case?

Handle Time Understanding

Which agent has the shortest handle
time last 6 months?

agent the least handle time over the

|

Transfer Count Understanding :
|

|

past 3 years? |

:r Which agent transfer case to other
I
|
|

(™ N
Named Entity Disambiguation

Show me the running shoes |
purchased last year.

Policy Violation Identification

[CASE_HISTORY] Did this agent
breach company policies?

I

| : s

| Knowledge Question Answering
I

I

|

How many days do | have to return
product X?

L[ Service Agent } -

Identify intent — Retrieve policy
— Resolve / escalate

Huang, et. al. 2024
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Search Hierarchical Planning Constraint-following

How good are workflows in Creative Tasks?

» They are effective.
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Case Study of Creative Writing

Turning Point (TP) Description
TP1 - Opportunity The introductory event that sets the stage for the
narrative.

TP2 - Change of Plans A pivotal moment where the main goal of the
narrative is defined or altered.

TP3 - Point of No Return The commitment point beyond which the
protagonists are invested in goals

TP4 - Major Setback A critical juncture where the protagonists face
significant challenges or failures.
TP5 - Climax The peak of the narrative arc, encompassing the

resolution of the central conflict.

Table 2: Turning Point (TP) Types: a turning point is an event (or plot moment) that

significantly influences a plot progression (Papalampidi et al., 2019).

Tian Y, Huang T, Liu M, et al. Are Large Language Models Capable of Generating Human-Level Narratives? EMNLP, 2024.
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Case Study of Creative Writing

@ Incorporating TP as latent workflow in the story outline
* improves overall narrative construction
* reduce plot holes
* enhance suspense and emotion provocation

. SUSPENSE EMOTION PROVOKING OVERALL PREFERENCE
Best (1) Medium Worst () Best (1) Medium Worst(]) Best(?) Medium Worst (])

7.9% 10.1% 82.0% 14.6%  24.7% 60.7% 13.5%  25.8% 60.7%

Outline-Onl \

Table 4: Human evaluated results in suspense, emotion provocation, and overall preference. We compare machine
generations with and without the awareness of turning points (TP3, TP4, and TPS).
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Search I Constraint-following

Case Study of Creative Writing

Rags to Riches Riches to Rags Manin a Hole Double Man Icarus Cinderella Oedipus
in a Hole
Starts low and  Starts high and  Starts high, Twocyclesof A rise fol- | A rise, fol- | A fall, fol-
gradually rises, gradually falls, has a dilemma fall and rise. lowed by a | lowed by a |lowed by a
endinginahigh endinginalow or crisis and sharp fall. fall, ending |rise, ending
state. state. finally finds a with a signif- | with a signif-
way out. icant rise. icant fall.

Table 1. Story arc types that are derived from Vonnegut (1995) and are characterized by

transformations of the story’s protagonist(s) across the plot progression.

Tian Y, Huang T, Liu M, et al. Are Large Language Models Capable of Generating Human-Level Narratives? EMNLP, 2024.
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Case Study of Creative Writing

(9]

I,

Incorporating explicit directives about story
arcs helps improve narrative diversity

Diversity THEME SETTING CONFLICT CHARACTER OVERALL

Outline-Only 5% 32% 5% 23% 23%
1 32% 36% 41% 27% 9%

Arc-Enhanced 64% 32%  55% 50% 68%]

Table 6: Win rates of the outline-only stories and story-
arc enhanced stories. We focus on four specific aspects
of diversity: theme, setting, conflict, and character.

Constraint-following
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Case Study of Web Agent Task

% . l (Rating * Rating *
g’ | | status * Pending v 06 Zhou et al. (2023)
a | |kname *  Hannah Lim - Flat-4k
; | Circe fleece ‘ ‘ weviaei s [ "a 0 4 Flat-8k
2 o O. SteP (Ours)
& crelgc= |2 50.0000 00000 (R | i vary i ALy i s g aher 8
Vo ey Rt e el e 8

o

2 0.2
. ¥ va v @
v find_
£ ‘ review(..)
> cms_ cms_ cms_ cms, 0.0 ; - ; .
% agent(..) agent(..) agent(..) agent| ] (\Q Q.\(9 b{&, \,80 Qe

AN S
o web_ web_ web_ web_ web, QQ O Qg,b N Qe
agent(..) agent(..) agent(..) agent(..) agent| (%00 (a)

Sodhi, Paloma, et al. "SteP: Stacked LLM Policies for Web Actions." First Conference on Language Modeling.



Problem-Finding | Path Finding | Evaluation

Search Hierarchical Planning Constraint-following

Why Workflows Help?

» Search-space pruning — the agent never explores illegal step permutations.
* Constrained — human ordering enforces policy constraints (e.g., authenticate — write —
commit).
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Workflows

O Reward

* Introducing workflows prune the
search space.

High-PPL



Problem-Finding | Path Finding | Evaluation

Search Hierarchical Planning Constraint-following

How good are workflows in Creative Tasks

» They are effective.
« However, the number of workflows is limited

Capture mode Example artifacts Typical size

Click-streams, command-line history,

1_103
code notebooks 10" —10° per user

Demonstrations / traces

Markdown docs, Confluence pages,

SOP / run-books RECs

sparse

Thumbs-up, critique edits, inline

Live feedback
comments

sparse
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Search

* Heuristics-driven search steers generations by heuristic function.

* Incorporating human workflows encodes proven human workflow
patterns to ground models’ high-level planning.

* Self-exploration enables autonomous learning.
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What are the learning objectives?

« Self-exploration enables autonomous learning.
« From Trajectory set T = {t'}, where 1’ = (s{, aj, s{,a}, s, a5, ...)

« We canlearn

* Policy: my(as|st)

» Transition function: f(S;, a;) = Si41
»  Workflows/skills w: mg(a;|s;, )
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Self-exploration — learning dynamics

« Why exploration is important for creative planning tasks?

« Recall that in creative planning tasks, exploration in an environment
with very sparse or even deceptive reward.
« MDP nature of the task.

Constraint-following

What is the bestselling product of
3C?) Quarter 1, 20237

The transition function is missing feer
(St as) = Seeq

The logit distribution of

clicking these tabsI:

[Products] [Reports] [Sales]
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Self-exploration — learning dynamics

« Both ReACT and TreeSearch approaches are Unknown-MDP-based. At each
timestep, agents’ observation space is constrained.

User query: What is the best-selling product of 20227

a) ReACT. b) Tree-search

O Web page —— Action
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Self-exploration — learning dynamics

« Both ReACT and TreeSearch approaches are Unknown-MDP-based. At each
timestep, agents’ observation space is constrained.

» R2D2 constructs the search space leveraging stored trajectory information from a
replay buffer. Transforming the task into a Known MDP.

User query: What is the best-selling product of 20227

O O O C) Replay Buffer

a) ReACT. b) Tree-search c) R2D2

O Web page —— Action

Huang T, Basu K, Abdelaziz |, et al. R2D2: Remembering, Reflecting and Dynamic Decision Making for Web
Agents[J]. arXiv preprint arXiv:2501.12485, 2025.
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Better knowledge of environments leads to better agents

True (unknown) dynamics P(sti1 | st,a¢)

A

Agent's learned dynamics model (after n samples) P, (s¢11 | S¢,a4)

H-step model roll-out return under policy :

Z’Y St,at with St+1N1f’n(' ‘ St,at)v atZW(St)
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Learning Policy in Creative Planning Tasks

Algorithm 1: ETO: Exploration-based Trajectory Optimization for LLM Agents

Input: D = {(u, 41,01, ...0n—1, an)(i) }: expert trajectory dataset for behavioral cloning, 77:
number of behavioral cloning steps, /: number of iterations for ETO, T5: number of steps
in training phase, 7y: initial LLM policy.

Behavior I Output: Final policy 7y
Clonin // Behavioral cloning
Sl Explore fori=1to T, do
;SFT | Optimize § on BC objective: Lgpr(mg) = —Eenp [mg(e|u)]
s // Iteratively learning from exploration failures
&y LLM Agent ] [e Environment ] fori=1to I do
G Tbase = 7195 Tref = 719

Get base agent trajectories on D: é = (u, 1,01, .., Om—1, Gm) ~ Thase(€|W)
Compare rewards of é with expert trajectory e to get the failure-success pair: e,, > €; | u

Optimize Collect

Trajectory Failures

(via DPO loss) Construct contrastive trajectory dataset: D), = {(u, €w, el)(i)}

for j = 1to T, do
Optimize 6 on trajectory contrastive objective:

['DPO(WO; 7Tref) = _]E(u,ew,el)NDp 10g g (ﬂ IOg 7;6;((63T|L13) - IB 10g 7:::;((8;”3)) )]

[Success Traj. | Failure Traj.

return 7y

Song, Yifan, et al. "Trial and Error: Exploration-Based Trajectory Optimization of LLM Agents." Proceedings of
the 62nd Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers). 2024.
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Learning Workflows in Creative Planning Tasks

N
o

30

10

Display the route Bls

Get driving time
from Ato B

Find a Hilton hotel

from place A to B Decide if can near this location,
o? rivesiom LboB: 0 e
) in a given time path toa nearb?
Get the zip supermarket ...
code of a place
20 Getthe @
coordinates
of a place
O g :
. Find cafe Gap widens to 22.5
near a place

after 40 examples

Find a place
by its name
Number of examples Baseiine

Who ordered
| | order #0130? R
/

Environment Step 3. Induce Workflows
integrate into « Workflow Description d
. memory This workflow aims to find an
action customer order with specified ID.

< Workflow Trajectory
[env desc] The current page shows..

[reason] I need to click “Orders” to..
Agent p‘{ [action] click(‘order-link-id”)

state s
2

observation

[env desc] Order(ld) i;shown
{ [reason] Order {id} is found, I will

LM

Step 1. Obtain Actions (annotate/generate/...)

#Ineed to click the “Orders” link to see all orders.
click(“126) # id of the button

now terminate the task.
[action] stop()

Step 2.

F . =<
. . Trajectory Evaluation ]
#1Ineed to find order 0130 in the current page. ©®
scroll(0, 200)
Query solved correctly?
# The current page shows order 0130. z
send_msg_to_user(“Emma Lopez”) o

stop() pass

Figure 2: Illustration of our AWM pipeline: an agent takes
actions to solve given queries, induces workflows from suc-
cessful ones, and integrates them into memory.

Wang, Zora Zhiruo, et al. "Agent workflow memory." arXiv preprint arXiv:2409.07429 (2024).

Constraint-following
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Learning Skills from Explorations in Creative Planning Tasks

Wang, Zihao, et al. "Jarvis-1: Open-world multi-task agents with memory-augmented multimodal language models.
IEEE Transactions on Pattern Analysis and Machine Intelligence (2024).
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Research Questions of Self-exploration

» Strategic vs. Random exploration
» Transfer from high-data to low-data regime



Search
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Hierarchical Planning

Transfer from high-data to low-data regime

Constraint-following

N4

Initialization

Extract
FromBookE L J

Initialize Agents based on
Previously-extracted Information

&

Simulation
Scene3 Scene5
. ®@ L ®

@® Static : Dynamic
@B Attributes | Attributes
profile : goal
relations state

I
@ basic description
( settings )
location
details
distances

: selectively input O : for retrieval

;

When A meets B ata
hotel in Dover, D
appears and .....

User Requirements

adA] uonoy

@ Round 1 (A as initiator)

r )
Scene 1 .
Round 2 Round 3 Round 4 Round n
[ [ @ [ End
— - — = = & = - B scene

Settle

Update Dynamic Attributes Movement

@ - Action logs of current round
;:

[ Previous Goal }—)f Updated Goal ]

+
(‘Previous Status |——>{ Updated status |

Short-term Memory | Long-term Memory

D . @

; '

H ; :

' Summarize :

: o ' '

: '

: | [ ] Q : @ To the Shore
: — ' g . : @B (distance = 2)
: ¥ Forget ! - sy
Initator: Insert '

Action Ty [ ]
Detail: (gazin... - Stay

Rephrasing

---Scene 1---

(]
a-a
A

&

(gazing at the harbor) The
sea breeze feels lovely
tonight. [Finally, the perfec...

The dim hotel room
overlooked Dover's white
cliffs, with moonlight casti...

(slowly putting down the
coffee cup) | was thinking
the same thing. But before...

[Perfect timing](suddenly
bursting through the door)
Pardon the intrusion....

._:ﬂ Novel-Style Story

A stood by the window, her silhouette
outlined in silver. Her fingers, elegant
and practiced, traced invisible patterns
on the weathered windowsill. “The sea
breeze feels lovely tonight," she said,
not turning around. Her voice held an...

Xu X, Mei J, Li C, et al. MM-StoryAgent: Immersive Narrated Storybook Video Generation with a Multi-Agent
Paradigm across Text, Image and Audio[J]. arXiv preprint arXiv:2503.05242, 2025.
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Path-Finding — Overview and Background

« Search
e Hierarchical Planning
» Constraint-following
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Hierarchical Planning

* Motivation
o Long-horizon generation pain-points. Vanilla left-to-right models
drift, repeat and lose global coherence after ~3—4 sentences.
« Solution pattern.
o Decompose what to say (high-level plan) from how to say it (surface
realization).
o Planning = selecting latent or explicit structure (keywords, sections,
latent codes).
o Realization = conditioned language model generation
* Benefits. Better topicality, diversity, and controllability
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Hierarchical Planning

« Decompose-then-solve

« Planner maps a hard goal G into simpler sub-goals g; ... g« (outline, sub-
queries, sub-tasks...).

« Executor(s) solve each g; and compose their outputs to finish G.

* how the same abstract pattern instantiates in very different tasks.
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Examples of Decompose-and-solve in Reasoning Tasks

Self-Ask

Least-to-most Prompting

—| GPT-3

Question: Who lived longer, Theodor Haecker or Harry Vaughan
Watkins?

Are follow up questions needed here: Yes.

Follow up: How old was Theodor Haecker when he died?
Intermediate answer: Theodor Haecker was 65 years old when he
died.

Follow up: How old was Harry Vaughan Watkins when he died?
Intermediate answer: Harry Vaughan Watkins was 69 years old when
he died.

So the final answer is: Harry Vaughan Watkins

Question: Who was president of the U.S. when superconductivity,
was discovered?

Are follow up questions needed here: Yes.

Follow up: When was superconductivity discovered?
Intermediate answer: Superconductivity was discovered in 1911.
Follow up: Who was president of the U.S. in 1911?

Intermediate answer: William Howard Taft.

So the final answer is: William Howard Taft.

Stage 1: Decompose Question into Subquestions

Q: It takes Amy 4 minutes to climb to the top
of a slide. It takes her 1 minute to slide down.
The water slide closes in 15 minutes. How
many times can she slide before it closes?

Stage 2: Sequentially Solve Subquestions

-
It takes Amy 4 minutes to climb to the top of a\
slide. It takes her 1 minute to slide down. The
slide closes in 15 minutes.

Subquestion 1 ——\Q: How long does each trip take?

J

ﬁtakes Amy 4 minutes to climb to the top of\
a slide. It takes her 1 minute to slide down.
The slide closes in 15 minutes.

Q: How long does each trip take?

Append model

Press, et. al. 2023

A: It takes Amy 4 minutes to climb and 1
minute to slide down. 4 + 1 = 5. So each trip
takes 5 minutes.

answer to =t
Subquestion 1

Q: How many times can she slide before it

Language

Subquestion 2 —

@ses? J

Model

Language
Model

Language
Model

A: To solve “How many times
can she slide before it
closes?”, we need to first
solve: “How long does each
trip take?”

A: It takes Amy 4 minutes to
climb and 1 minute to slide
down. 4 + 1 = 5. So each trip
takes 5 minutes.

J

A: The water slide closes in
15 minutes. Each trip takes 5
minutes. So Amy can slide
15 + 5 = 3 times before it
closes.

J

Zhou, et. al. 2023
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Examples of Decompose-and-solve in Agentic Tasks

ADaPT (Recursive Decomposition, As-needed)

Execute: Task

ADaPT (Task)

Plan:

Step 1: Find and take the mug anD
Step 2: Clean the mug AnND

Step 3: Put the clean mug on desk

Execute: Step

On execution failure,

decompose further ADaRT(Stapt]

Plan:
Step 1a: Find and take the mug from countertops or
Step 1b: Find and take the mug from cabinets or

Execute: Step 1a)

1 Successful sub-task allows

Prasad, et. al. 2024

What are some of the best
documentary films of all time, and
who directed them? | need to

present this next week.

Retrieve-Read Search Content Bing
Filter Search

Hmmm, maybe too much searching?

Q | want tools to help make presentations.

Gather information online about documentary files

[ search | [ Wolfra Alpha |

cha
' ﬂ Create a PowerPoint slide for presentation
f | CreateFile | [ Layout Designer ]
o
==
dc—D

Present the information in a clear way

[ Retrieve Image | [ Add Text/Image |

Huang, et. al. 2024
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How good is LLM planning in Creative Tasks?

Comparison of Human and Machine Turning Points

1.04 B8 Human
1 Machine

0.8 1
Learned correct their storytelling

pacin _
0.6 .‘ relative to human
- \ writers.
0.2
adequately
0.0 1
EarIy occurrence in Al outputs

rtunity E thack c\\m?
TP~ Oppo Pz_chaf\ge 293-"0‘“ of No REMjor 502 ps -

LLMs incorrectly pace

Relative Position

Tian Y, Huang T, Liu M, et al. Are Large Language Models Capable of Generating Human-Level Narratives? EMNLP, 2024.
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How good is LLM planning in Creative Tasks?

Sample

T ~ P,(x)

Infer PPL on token level
Z ~ P.(z|Z)

PPL on latent space level

Criticize

log P.(%)

Figure 2: Model criticism in latent space. Given a sam-
ple Z, we first map it to latent states Z using P.(z|Z).

Deng, Yuntian, Volodymyr Kuleshov, and Alexander M. Rush. "Model Criticism for Long-Form Text Generation." Proceedings of the 2022
Conference on Empirical Methods in Natural Language Processing. 2022.
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How good is LLM planning in Creative Tasks?

Davies, also known by birth  Brett Butler and Will Brown and DeGagne On March 26, 2021, Studio albums:
as the Davies Duck, is an Butler, two high schoolers,  formed the duo after Brown officially Ties That Bind Us (2016)
American pop music duo met in elementary school, Brown's parents found announced that he and Ties That Bind Us Il (2020)
consisting of Jaleel Brown,  and went off-track to go to out that their son would DeGagne's baby were
Sample Mike DeGagne, and John college. They both play trumpet. The duo expecting. As of
Varnado that appeared on performed at local and released the album, Ties November 2021, the
the Rastafari album, international jazz clubs... That Bind Us,... twins are still married.
Afterburner..
Infer abstract H background | background > personal life H discography
Criticize X X

Deng, Yuntian, Volodymyr Kuleshov, and Alexander M. Rush. "Model Criticism for Long-Form Text Generation." Proceedings of the 2022
Conference on Empirical Methods in Natural Language Processing. 2022.
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How good is LLM planning in Creative Tasks?

« Latent variables: event triggers A =1 Human

. . 1 Machine 1 - complex_chains -
Takeaway: : / \ [ Machine 2 - edit

* Human and machine 1 Machine 3 - paraphrase
generations are different from a / \ 1 Machine 4 - no_chain, T=0.7
latent space perspective. i

Density

]

Is it possible to fix
with SIT?

Latent Space PPL

Tian Y, Pan Z, Peng N. Detecting Machine-Generated Long-Form Content with Latent-Space Variables[C]//Findings of the Association for Computational
Linguistics: EMNLP 2024. 2024: 10394-10408.
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Is it possible to fix with SIT?

What the model sees during
training

Stage

1. Pre-training
(next-token prediction on trillions of
tokens)

Raw web text, code, forum Q&A,
documentation, chat logs, etc.

2. Supervised Instruction Tuning
(a.k.a. “SFT” or “instruction fine-tune”)

Curated tuples
(instruction, ideal answer)

What it learns

e The completion habit: given a context,
continue it coherently.
e Statistical associations between “instruction-
like” language and “answer-like” language.

* Lspr(0) = —Xi_11ogp(0) (elx,y <t)

e A direct supervised loss that says: when you
see something that looks like an instruction,
output something that looks like the paired

answer.

Y N

Not very likely, because
the training objective is at
surface level.
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Is it possible to fix with RLHF?

What the model sees during

Stage tralfiln What it learns
.. e The completion habit: given a context,
1. Pre-training : —
S - Raw web text, code, forum Q&A, continue it coherently.
(next-token prediction on trillions of : 5 e o .
documentation, chat logs, etc. e Statistical associations between “instruction-
tokens) el « o»

like” language and “answer-like” language.

* Lspr(0) = —Xi_11logp(0) (n:lx,y < t)
2. Supervised Instruction Tuning Curated tuples ¢ A direct supervised loss that says: when you

(a.k.a. “SFT” or “instruction fine-tune”) (instruction, ideal answer) see something that looks like an instruction,

output something that looks like the paired

answer.
. ; Human raters rank multiple * Soft “reward” for helpfulness, harmlessness,
3. Reinforcement Learning from Human : :
candidate completions; the and honesty.
Feedback . .. . . . .
(RLHF / RLAIF) model is optimized to get higher e Preference for complying with the literal
rankings (often with PPO). request rather than ignoring or defying it.
b
Would RLHF Maybe, depends on

be the savior? the data regime
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Hierarchical Planning

e Decompose-then-solve

o Story generation
m 5-line stories
m 200 words stories
m 500 words stories
m Detailed plans

o Lyric/poetry generation
m Content planning
m  Other constraints
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Story Generation Given Titles

Title: gymnastics

Without Storyline Planning

Story (generated):

| wanted to learn how to draw.
So, | decided to go to the gym.
| went to the local gym.

| got a lot of good grades.

| was very happy.

With Storyline Planning

Storyline (generated): wanted -> decided
-> class -> practiced -> well

Story (generated):

| wanted to be a gymnast.

| decided to learn how to do gymnastics.
| decided to take a class.

| practiced every day.
| was able to do well on the class.

Plan-And-Write: Towards Better Automatic Storytelling. Yao et al. (AAAI 2019).
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Plan-and-Write Hierarchical Generation

® The benefits of the storyline
O Having a big picture.
O The ability to model “what happens next” rather than “what’s the next word”.

O More fun interaction and control.

® The challenges of incorporating the storyline
O How to get the storyline?

O How to use the storyline?

Plan-And-Write: Towards Better Automatic Storytelling. Yao et al. (AAAI 2019).
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No Annotation? Extracting Storylines

Title: christmas shopping

Story: Frankie had christmas shopping to do.
She went to the store.

Inside, she walked around looking for gifts.
Soon her cart was full.

She paid and took her things home.

Storyline (unsupervised extraction): Frankie -> store -> gifts -> cart
-> paid

Extraction tool: the RAKE (Rapid Automatic Keyword Extraction) algorithm.

131
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Hierarchical Planning

e Decompose-then-solve

(@)

|
m 200 words stories
m 500 words stories
m Detailed plans

o Lyric/poetry generation
m Content planning
m Other contraints
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Extending to longer stories

Prompt: Earth has gained a new season, unlike anything currently known.

BART Generated Story*:
| was in my bed, in my own room, in the middle of a forest, when the world

stopped. It was the first time in my life that | had felt | had a sense of peace. My
family and me, myself, were gone, we had all been taken from us. The only thing
our family had left were the three children and my world, but my wife and | were

the only survivors. There were we, the three of us. But ourselves, our children

were all gone. And the only reason why me and our family survived was because
ours had become ourselves..... No longer were you and | to be each other. Now

we were just two. All our memories of us, all ours. Nothingness. Only all of us, and
my children, each of us... 133

*BART: Lewis et al. ACL 2020
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Plot Structure Representations

<AO> entO <Al> entO eyes
<AO> to entO
<AO0> entO
<Al>
<AO> entO ears
<AO> the hunger <Al1> gone
<AO> Confusion <Al1> mind
<AO> entO <Al> ent2
<Al1l> entO <A2> a nearby puddle
<AO> entO

| opened my eyes. Looking to my , | found that
were now neatly clipped. My ears flopped on either side of my
head lazily, too soft and formless to hunt properly. Most of all, the
hunger was gone. Confusion clouded my mind and | tilted my head
instinctively. | approached a nearby puddle and looked in.

Fan et al. (2019)

Storyline
(Extracted)

Carrie — bike — sneak — nervous —
leg

Story
(Human
Written)

Carrie had just learned how to ride a
bike. She didn’t have a bike of her
own. Carrie would sneak rides on her
sister’s bike. She got nervous on a
hill and crashed into a wall. The bike
frame bent and Carrie got a deep gash
on her leg.

Yao et al. (2019)

Input (Previously Un- Extracted Event(s)

seen)

He reaches out to Re- (male.n.02 get-
mus Lupin, a Defence | 13.5.1 (@ <NE>0),
Against the Dark Arts | (ORGANIZATION
teacher who is eventu- say-37.7-1

ally revealed to be a | monster.n.01 )

werewolf.

Martin et al. (2017

| Constraint-following
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Example Story and Extracted Plot

Prompt: Earth has gained a new season, unlike anything currently known.

Human Written Story: [UNK] by fire and
sand whipping across night and day,
day and night. [...]

Waking up in cold sweats. The light
from the fire is too bright. Can't
breathe on the tops of the walls. The
air is too hot. It'll fry your lungs, scorch
your skin, and melt your hair. We found
that out the hard way.

We're not scientists. Just slaves.
Trapped in concrete cells, lined with
lead to keep the radiation out, to keep
them out

Extracted Plot: <A1>ent 1 and sand <V>
whipping </s>[...]

</s></s><A0> ent 2 <V> fry <A1> your lungs
# <A0> ent 2 <\/> scorch <A1> your skin # <AO0>
ent 2 <> melt <A1> your hair </s> <A0> ent 3
<V/>found <A1> that </s> </s> </s> <V/>
Trapped <A2> lined with lead to # <V> lined
<A2> with lead # <\/> keep <A1> the radiation
<A2> out # <V/> keep <A1>them <A2> out...

Content Planning For Neural Story Generation with Aristotelian
Rescoring. Goldfarb-Tarrant et al. (EMNLP 2020).
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Improving Story Plot with Aristotle’s Poetics

® The elements of story in order of importance.

O Event choice and arrangement (Plot) iz fOTERoT:
O Character - ke
O Relevant content (Thought) BP0 s°FT¢€ a
O

Diction

* We focus on the planning step

Content Planning For Neural Story Generation with Aristotelian Rescoring. Goldfarb-Tarrant et al. (EMNLP 2020).
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Plan-And-Write with Pretrained LMs

ARISTOTELIAN RESCORERS {RoBERTa)

v lights <V> flash <A2> stunning

swl] =V i eAds disausiing RELEVANCE — Vv <V> grow <\/> began <V> fade
l v —
The light <V> filled the
Write the most sky A bright flash <V=> lit It was the end of the universe.The
beautiful end to <V> began to grow light filled the sky. The galaxy. All the
the universe that [ the stars <V> grow <V>began + light in all the worlds, and all the
yQu can imagine | ent 0 to fade | stars. A bright flash ..... all the
I A | galaxies began to fade
! J ]
PROMPT TO PLOT e Vent 0 <V> asked ent 1 pLOT TO STORY
{BART) X ent 0 <> asked ent O {BART)

Content Planning For Neural Story Generation with Aristotelian
Rescoring. Goldfarb-Tarrant et al. (EMNLP 2020).
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Training Rescorers: Event - Inter Shuffle

Prompt: People gather around a campfire to tell the story of a legend ,who actually sits

among them

ent O orange glow stood ent
6 night .

P

<Al1>ent 3 <V> emar?g"cm:ge<A2> ent3 </s>

ent 2 felt the cold ent 2
their backs ent 2 faced ent
3 ent 2 eyes stayed
upon the saving light ent 4
stared

<Al1> ent 3 <V> emanating <A2>ent 3 </s>

ent 8 q\lr%\évative guieter , darker
ent 5 some ent5 came
a bearded, old man drawing
ent 11 close ent 13
burn
orange glow ent 1
sat ent 1 paralyzed 138

Content Planning For Neural Story Generation with Aristotelian Rescoring. Goldfarb-Tarrant et al. (EMNLP 2020).



Training Rescorers: Event - Intra Shuffle

Prompt: People gather around a campfire to tell the story of a legend ,who actually sits
among them

Positive Negative
<AO> ent 2 <V/> felt <A1> the cold <A2>ent2 <AO> <\V> <Al> # <A0>
their backs # <A0> <\V> <Al1> ent 2 <V> felt <A1> the cold <A2> ent 2
</s><Al1> ent 2 eyes <\/> stayed <A2> their backs </s>
upon the saving light # <A0> ent 4 <V/> <AO>ent 4 <> stared # <Al>ent 2 eyes
stared </s>... <V> stayed <A2> upon the saving light

</[s>...
139



Training Rescorers: Event - Verb Shuffle

Prompt: People gather around a campfire to tell the story of a legend ,who actually sits

among them

Positive
ent9 roamed the woods
ent9 consumed ent 6 of the
night The wind began
to blow with cold intention The wind
blow ent 7 danced
ent 7 shimmered moonlight

began

Negative

ent9 consumed the woods
ent 9 roamed ent 6 of
the night The wind
shimmered to blow with cold
intention The wind began
ent 7 danced ent 7
blow moonlight began ...140
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Performances of the Classifiers

* Three different event shuffle strategies
* inter-sentence shuffled events
* intra-sentence shuffled events
* verb-shuffled events

Plot Elements XGB CNN RoBERTa
Relevance 55.2 56.0 89.3
Entity 64.1 76.0 92.3

Inter-Shuffled 55:4 53.0 96.6
Event Intra-Shuffled 58.5 75.0 97.3
Verb-Shuffled 76.1 75.0 95.8

Test binary classification accuracy of three different models on three
aspects of Aristotel’s Poetic theory.

Content Planning For Neural Story Generation with Aristotelian Rescoring. Goldfarb-Tarrant et al. (EMNLP 2020).
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Incorporating the Rescorers
Mixture Weight Training & Ranking Accuracy

Rescorer RAT | VVT1T | E¢

All 5 0.43 2.07 7.15
All 4 (-intra) | 0.35 1.72 8.78
Inter-event 0.37 1.76 8.87
Intra-event 0.16 2.01 6.58
Verb-event 0.15 1.66 8.89
Entity 0.17 1.68 9.18
Relevance 0.17 1.71 8.89

Table 3: Ranking accuracy (RA) and generated plot
metrics i.e Verb:Token ratio (V:T), Entities(E) for
rescorer ablations

m |A|

fia(x,2) = Z —logp(z|z < i,%x) + Z)\jaj(x7zi..‘m)
i J

BART RoBERTa

Content Planning For Neural Story Generation with Aristotelian Rescoring. Goldfarb-Tarrant et al. (EMNLP 2020).

Q; (X: Zi.m) = Pj (lpos|xa Z..m)
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Nalve Plot vs. Aristotelian Plot

Prompt: Earth has gained a new season, unlike anything currently known.

Naive Plot: <A0> ent 1 <VV> see </s> <A0> we
<V> know <A1>ent 0 # <A0> we ' ve <\V> seen
</s> </s> </s> <V/> said <A0> ent 4 </s> <A0>
We've all <VV> seen <A1>ent 1 </s> <A0> | <VV>
mean # <A0> ent 2 <VV> know </s> <A0> You
<V> know # <A0> l've- <VV> seen # <A0> you
<V/> seen- # <A0> We <\/> see <A1>ent 2 </s>
<A0> the first one <VV> see # <A1> we <\/> been
<A2> ent 2 of our species </s> </s> <A0> you "
<V> seen <A2>ent 3 it </s> </s> <A1>ent 4
<V> stood </s> </s> <A2> a strange light <\/>
reflecting # <A0> the light <\V> blinding <A1> ent
3 </s> <A0> They <V> call <A1> ent 5 <A2> ent
4 of the world </s> </s>

Aristotelian Plot: <A1> <A0> ent 0 <V> thought
</s> </s> </s> <A0> ent 3 the planet Earth <V/>
lived <A1> a long and happy life </s> <A0> a
species <V> survive <A1>ent 0 's harsh
environment </s> <A0> The humans <\/>
survive </s> <A0> the first <\/> notice <A1> it
</s> <A0> we <V> see <A1>ent 1 </s> </s>
<A1>ent 2 <\/> grew </s> <A1> The sun <\/>
shining </s> </s> <A2> ent 3 <\/> covered <A1>
ent 7 </s> </s> <\/> seemed <A1> like the
perfect time </s> <A1> a new season <V/> begin
</s> <A0> no one <V> know <A1> why </s>
</s>

Content Planning For Neural Story Generation with Aristgtelian Rescoring. Goldfarb-Tarrant et al. (EMNLP 2020).
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Generated Story from Aristotelian Plot

Prompt: Earth has gained a new season, unlike anything currently known.

® The Earth is more beautiful than it thought! It's the most beautiful planet.

The sun was shining bright, and the air was crisp, yet the air itself was cold.
Everything was so bright. It was the perfect day for earth to be beautiful.
Everyone on the planet Earth had lived a long and hap&gx life, this planet has
been home to the human race for thousands of years. The humans were a
species that had been able to survive through Earth’s harsh environment.
the humans could survive in these harsh conditions. But one day Earth had
a new life, and we were the first to notice it. In the middle of the night, we
could see something, a small, dark cloud. A small, white cloud, it’s size was
almost invisible. Then that cloud grew. And it grew... The sun, shining
bright.. There was no sun. All the light was black and it covered the sky.
Every day the sky was a dark blue. No matter the time of day, it never
seemed [ike the perfect time, it was a beautiful day. For a new season to
begin. Yet no one could know why. Why did we not have a new cycle?”

Content Planning For Neural Story Generation with Aristotelian Rescoring. Goldfarb-Tarrant et al. (EMNLP 2020).
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D ARISTOTALEAN PLOT |:| PROMPT TO STORY D NAIVE PLOT
n
80 80
— RELEVANCE
70 PAIRWISE 70 PAIRWISE
60 60
50 50
40 40
30 30
20 20
PROMPT TO STORY  NAIVE PLOT VS PROMPT TO STORY  NAIVE PLOT VS
VS ARISTOTALEAN  ARISTOTALEAN VS ARISTOTALEAN  ARISTOTALEAN
Pl OT Pl OT PI OT Pl OT

Pairwise win rates for the Aristotelian Plot system and two best baselines.
The differences are significant (a < 0.05) per Wilcoxon signed-rank test.
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Hierarchical Planning

e Decompose-then-solve
O
|
|
m 500 words stories
m Detailed plans
o Lyric/poetry generation

m Content planning
m  Other contraints
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Extending to Even Longer Stories

AI researchers Kevin, Yuandong, Nanyun, and Dan

Input create a system for automatically generating
high-quality long stories, aiming to submit
their work to a prestigious conference.

Re3: Generating Longer Stories With Recursive Reprompting and Revision. Yang et al. (EMNLP 2022).
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Re? Story (2000+ Words)

AT researchers Kevin, Yuandong, Nanyun, and Dan
create a system for automatically generating

high-quality long stories, aiming to submit
their work to a prestigious conference.

Kevin walked over to his desk and sat down, looking at it with disgust. There was a pile of manila
folders on top, which contained detailed notes of his latest experiments for writing programs using
neural networks for language processing.

Kevin started to read through the file thoroughly, detailing his latest results on language processing
that were designed to write reasonably long and coherent text automatically with minimal supervision
or guidance from human inputs.

he recalled the effort that led to this final result.

They were lucky they managed to get their hands on two excellent researchers - Nanyun Zhang and
Yuandong Li

Kevin's eye was caught by one number that was highlighted in the last report; this number represented
the new algorithm's ability to create lengthy and coherent text on its own. The text contained more
than 500 words, but the algorithm had generated many more than that - several thousands in fact. Kevin
opened up two other files that contained several thousand words of AI generated text each.

Kevin rubbed his hands together as he decided to contact his supervisor immediately with these new
findings; he also needed to work on an official presentation for their upcoming conference

they were going to submit a paper on their work at the next major conference. They were only going to
submit one paper, which would be a joint paper by Nanyun and Kevin

Kevin felt like all his hard work was finally paying off, and he did not want to think about anything
else; at this point, he simply wanted to focus on research and the upcoming conference.

Re3: Generating Longer Stories With Recursive Reprompting and Revision. Yang et al. (EMNLP 2022).
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Major Challenges

e Long-range plot coherence

o Relevance to premise

e Long-range factual consistency

Re3: Generating Longer Stories With Recursive Reprompting and Revision. Yang et al. (EMNLP 2022).
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Long-Range Coherence

AT researchers Kevin, Yuandong, Nanyun, and Dan
create a system for automatically generating

high-quality long stories, aiming to submit
their work to a prestigious conference.

Kevin walked over to his desk and sat down, looking at it with disgust. There was a pile of manila
folders on top, which contained detailed notes of his latest experiments for writing programs using
neural networks for language processing.

Kevin started to read through the file thoroughly, detailing his latest results on language processing
that were designed to write reasonably long and coherent text automatically with minimal supervision
or guidance from human inputs.

he recalled the effort that led to this final result.

They were lucky they managed to get their hands on two excellent researchers - Nanyun Zhang and
Yuandong Li

Kevin's eye was caught by one number that was highlighted in the last report; this number represented
the new algorithm's ability to create lengthy and coherent text on its own. The text contained more
than 500 words, but the algorithm had generated many more than that - several thousands in fact. Kevin
opened up two other files that contained several thousand words of AI generated text each.

Kevin rubbed his hands together as he decided to contact his supervisor immediately with these new
findings; he also needed to work on an official presentation for their upcoming conference

they were going to submit a paper on their work at the next major conference. They were only going to
submit one paper, which would be a joint paper by Nanyun and Kevin

Kevin felt like all his hard work was finally paying off, and he did not want to think about anything
else; at this point, he simply wanted to focus on research and the upcoming conference.

Re3: Generating Longer Stories With Recursive Reprompting and Revision. Yang et al. (EMNLP 2022).
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Premise Relevance

AT researchers Kevin, Yuandong, Nanyun, and Dan
create a system for automatically generating

high-quality long stories, aiming to submit
their work to a prestigious conference.

Kevin walked over to his desk and sat down, looking at it with disgust. There was a pile of manila
folders on top, which contained detailed notes of his latest experiments for writing programs using
neural networks for language processing.

Kevin started to read through the file thoroughly, detailing his latest results on language processing
that were designed to write reasonably long and coherent text automatically with minimal supervision
or guidance from human inputs.

he recalled the effort that led to this final result.

They were lucky they managed to get their hands on two excellent researchers - Nanyun Zhang and
Yuandong Li

Kevin's eye was caught by one number that was highlighted in the last report; this number represented
the new algorithm's ability to create lengthy and coherent text on its own. The text contained more
than 500 words, but the algorithm had generated many more than that - several thousands in fact. Kevin
opened up two other files that contained several thousand words of AI generated text each.

Kevin rubbed his hands together as he decided to contact his supervisor immediately with these new
findings; he also needed to work on an official presentation for their upcoming conference

they were going to submit a paper on their work at the next major conference. They were only going to
submit one paper, which would be a joint paper by Nanyun and Kevin

Kevin felt like all his hard work was finally paying off, and he did not want to think about anything
else; at this point, he simply wanted to focus on research and the upcoming conference.

Re3: Generating Longer Stories With Recursive Reprompting and Revision. Yang et al. (EMNLP 2022).
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Long-Range Factual Consistency

AT researchers Kevin, Yuandong, Nanyun, and Dan
create a system for automatically generating

high-quality long stories, aiming to submit
their work to a prestigious conference.

Kevin walked over to his desk and sat down, looking at it with disgust. There was a pile of manila
folders on top, which contained detailed notes of his latest experiments for writing programs using
neural networks for language processing.

Kevin started to read through the file thoroughly, detailing his latest results on language processing
that were designed to write reasonably long and coherent text automatically with minimal supervision
or guidance from human inputs.

he recalled the effort that led to this final result.

They were lucky they managed to get their hands on two excellent researchers - Nanyun Zhang and
Yuandong Li

Kevin's eye was caught by one number that was highlighted in the last report; this number represented
the new algorithm's ability to create lengthy and coherent text on its own. The text contained more
than 500 words, but the algorithm had generated many more than that - several thousands in fact. Kevin
opened up two other files that contained several thousand words of AI generated text each.

Kevin rubbed his hands together as he decided to contact his supervisor immediately with these new
findings; he also needed to work on an official presentation for their upcoming conference

they were going to submit a paper on their work at the next major conference. They were only going to
submit one paper, which would be a joint paper by Nanyun and Kevin

Kevin felt like all his hard work was finally paying off, and he did not want to think about anything
else; at this point, he simply wanted to focus on research and the upcoming conference.

Re3: Generating Longer Stories With Recursive Reprompting and Revision. Yang et al. (EMNLP 2022).
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Recursive Reprompting and Revision

AT researchers Kevin, Yuandong, Nanyun, and Dan
create a system for automatically generating
high-quality long stories, aiming to submit

their work to a prestigious conference.
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Recursive Reprompting and Revision

AT researchers Kevin, Yuandong, Nanyun, and Dan
create a system for automatically generating
high-quality long stories, aiming to submit

their work to a prestigious conference.
|

LLM
Y

Setting Characters Outline
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Recursive Reprompting and Revision

AT researchers Kevin, Yuandong, Nanyun, and Dan
create a system for automatically generating
high-quality long stories, aiming to submit

their work to a prestigious conference.

Setting Characters Outline
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Recursive Reprompting and Revision

AT researchers Kevin, Yuandong, Nanyun, and Dan
create a system for automatically generating
high-quality long stories, aiming to submit

their work to a prestigious conference.

Setting Characters Outline

[

Previous Story
(if any)
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Recursive Reprompting and Revision

AT researchers Kevin, Yuandong, Nanyun, and Dan
create a system for automatically generating
high-quality long stories, aiming to submit

their work to a prestigious conference.

Setting Characters Outline

Y

[

Previous Story Prompt
(if any) ) (Structured Context)




Problem-Finding | Path Finding | Evaluation
Search I Hierarchical Planning | Constraint-following

Recursive Reprompting and Revision

AT researchers Kevin, Yuandong, Nanyun, and Dan
create a system for automatically generating
high-quality long stories, aiming to submit

their work to a prestigious conference.

Prompt LLM Story
(Structured Context) J Continuations

HH

HH
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Recursive Reprompting and Revision

AT researchers Kevin, Yuandong, Nanyun, and Dan
create a system for automatically generating
high-quality long stories, aiming to submit

their work to a prestigious conference.

HH

Story
Continuations

Best Story
Continuation @—] Rerankers

HH
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Recursive Reprompting and Revision

AT researchers Kevin, Yuandong, Nanyun, and Dan
create a system for automatically generating
high-quality long stories, aiming to submit

their work to a prestigious conference.

Previous Story
(if any)

Best Story
é Continuation

LLM Contradicted Facts
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Recursive Reprompting and Revision

AT researchers Kevin, Yuandong, Nanyun, and Dan
create a system for automatically generating
high-quality long stories, aiming to submit

their work to a prestigious conference.

Best Story
Continuation

Contradicted Facts LLM Fma! Ed't.e d
Continuation
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Recursive Reprompting and Revision

AT researchers Kevin, Yuandong, Nanyun, and Dan
create a system for automatically generating
high-quality long stories, aiming to submit

their work to a prestigious conference.
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Hierarchical Planning

e Decompose-then-solve

(@)

m Detailed plans

o Lyric/poetry generation
m Content planning
m  Other contraints
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Extend to More Detailed Outline

\

Outline

1.

Jenna meets Brian and immediately feels drawn to him.

Jenna starts to think marriage isn’t so bad after all when Brian
seems like the perfect man for her.

However, when Brian’s ex shows up and tries to win him back, Jenna
realizes it’s better to be alone than with someone who doesn’t
truly love you.

Re3: Generating Longer Stories With Recursive Reprompting and Revision. Yang et al. (EMNLP 2022).



Extend to More Detailed Outline
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\

Outline

1.

a.

Jenna meets Brian and feels an instant connection to him.

Re3: Generating Longer Stories With Recursive Reprompting and Revision. Yang et al. (EMNLP 2022).
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More Detailed Outline

\

Outline

1.

a.
b.

Jenna meets Brian and feels an instant connection to him.
The two start dating and Jenna begins to fall in love.

Re3: Generating Longer Stories With Recursive Reprompting and Revision. Yang et al. (EMNLP 2022).
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More Detailed Outline

1. A
Jenna meets Brian and feels an instant connection to him.
The two start dating and Jenna begins to fall in love.

2.
Jenna starts to think marriage isn’t so bad when Brian seems
like the perfect man for her.

Outline
4,
L y

Re3: Generating Longer Stories With Recursive Reprompting and Revision. Yang et al. (EMNLP 2022).
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A Few Steps Later

N
a. Jenna meets Brian and feels an instant connection to him.
b. The two start dating and Jenna begins to fall in love.
2.
a. Jenna starts to think marriage isn’t so bad when Brian seems
like the perfect man for her.
() tr b. After much soul searching, Jenna decides that she wants to
utiine marry Brian.
4,
a. Jenna overhears a conversation between Brian and his ex,
Teresa.
b. Jenna confronts Brian and Brian confesses he still has feelings
for Teresa.
C. Jenna breaks up with Brian.
d. Jenna decides that it’s better to be alone than with someone
\ who doesn’t truly love you. 4

Re3: Generating Longer Stories With Recursive Reprompting and Revision. Yang et al. (EMNLP 2022).
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Comparison to Base LM

10 Rolling Window DOC

80.8 78.9

69.5

38.0

254 254

0

% Coherent % Relevant % Interesting
Re3: Generating Longer Stories With Recursive Reprompting and Revision. Yang et al. (EMNLP 2022).
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Comparison to Prior System (Re?)

Re? DOC

67.6 65.3

60.1

451

37 1 394

0

% Coherent % Relevant % Interesting
Re3: Generating Longer Stories With Recursive Reprompting and Revision. Yang et al. (EMNLP 2022).
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Hierarchical Planning

e Decompose-then-solve

(@)

|

o Lyric/poetry generation
m Content planning
m Other contraints
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Alexa, help me write a song!
S, Alexa, | want to write a song for my daddy’s birthday. It's his
>

40" birthday next Wednesday. My dad has orange beards
and he likes to play games.

Great! Anything else you want to include?

A Oh yeah! Let him know | love him to the Moon.

Sure, one moment. .. Dad, happy 40" birthday
I hope your birthday is as happy as it can be
We will celebrate with the games you like to play

A day of fun and laughter that's carefree
Even your orange beards would feel delighted

This song cannot express how much | love you
Please remember that | love you to the moon

Unsupervised Melody-to-Lyrics Generation. Tian et al. (ACL 2023).
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How does GPT-4 do on this task?

5F‘.‘ Compose a song verse for my father's birthday, set to the tune of "Mary Had a Little Lamb."

Certainly! Here's a birthday song verse set to the tune of "Mary Had a Little Lamb":

WEER)

Happy birthday to you, dear Dad,
You're the best we've ever had,

With a heart so kind and a spirit so free,

You mean the world to our family.

You always lend a helping hand,
In every way, you understand,
So here's to you, our love so true,

Happy birthday, Dad, we cherish you.

Feel free to adjust the lyrics to better suit your preferences or add more verses if you'd like!

Unsupervised Melody-to-Lyrics Generation. Tian et al. (ACL 2023).



Problem-Finding | Path Finding | Evaluation

Search Hierarchical Planning Constraint-following

How does GPT-4 do on this task’?
Happy Birthday, Dad

J=1
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Our Approach — An Overview

Melody (inference-time only)

-

Decoding constraints:

’
f
1
! |
1
!
!
1
!
!
!
L

1)} music phrase :
segmentation,

e

2} rhvthm alienment.

\
AR

Input
P Plan
Title: In a Little [

Spanish Town; K_eywords: .
—/| Line 1: [Spanish, town],
Genre: Jazz;

. Line 2: [love, kiss],
Salient words:
. e 3: [heart soul], ...
town, kiss, he

?

spa-nish peo-plein the <ci-tyandallin the town,

love and all theten-der ki-ssesbe-tweentwo of us,

Unsupervised Melody-to-Lyrics Generation. Tian et al. (ACL 2023).
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Melody Constraints = Syllable Plans

Constraint 1: The segmentation of music phrase should align with the
segmentation of lyric sentences

Mary Had a Little Lamb

Iraditional

N>

| I | I | | |
5 Mar - y had a lit - tle lamb, lit - tle lamb, lit - te lamb,

Constraint 2: Music rhythm should align with lyrics meter. Shorter note
durations are more likely to be associated with unstressed syllables.

J4=80

Compiled Constraints:
Segment 1: [0, 1,0, 1,0, 1, 0, 1], Segment 2: [0, 1, 0, 1, O, 1]

Unsupervised Melody-to-Lyrics Generation. Tian et al. (ACL 2023). 176
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Melody-Constrained Decoding

- Constrained decoding for melody-lyric alignment
» Retrieve pronunciations from the CMU dictionary
m E.g. amazing [ [AHOMEY1ZIHONG’] (1010
» Check if satisfy the rhythm alignment constraints
= Hard Const | p('wi), if w; satisﬁeé rhythm alignment,= 1

/
tils) =
() ap(w;), otherwise.

Unsupervised Melody-to-Lyrics Generation. Tian et al. (ACL 2023).



Problem-Finding | Path Finding | Evaluation

Search Hierarchical Planning | Constraint-following
Title: Happy birthday, Dad More songs in demo page:
Melody: Mary had a little lamb https://sites.google.com/view/lyricsgendemo

Genre: classic rock

Happy Birthday, Dad
Our Model
J=120
¢ ¢ G ¢
— . . . : : )
% = == : —— e N : !
Ilap - py bicth-day to  you dad, youand I, ce - le-brate,
, C ¢ ¥ ¢
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All the me-mo - ries ol (hat day  we would che - rish them,  Now
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Unsupervised Melody-to-Lyrics Generation. Tian et al. (ACL 2023).
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Human Evaluation Results

Models: Setup
* SongMASS: SOTA song writing system
trained with parallel data

* 20 melodies, 100 songs

* GPT-2 finetuned on lyrics
 Lyra w/o rhythm constraints « Each melody can pair with multiple user
* Lyra + soft/hard rhythm constraints inputs
e Human
5.0
B SongMass mm GPT-2 (title-to-lyrics) B Lyra w/o rhythm B Lyra w/ hard rhythm Lyra w/ soft rhythm . Human

4.15

3.96 4

Avg Scores

Singability Intelligibility Coherence Creativeness* Rhyme Overall
L ) \ J
T LT
Musméllty Quality of text

1. The comparison between baselines [ vs [l shows incoherent texts reduces singability &
intelligibility

2. P vs B shows the efficacy of our plan-and-write with syllable control

3. [ vs J1& | shows the efficacy of rhythm alignment

4. Soft rhythm constraint I is better than hard rhythm constraint I in terms of overall quality.

Unsupervised Melody-to-Lyrics Generation. Tian et al. (ACL 2023). 179
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Extension — An Edit Framework Leveraging Strong LLMs

By the Baikal Lake
GPT4

generation

Gm C7 Fmaj7 D7

mysoul, With - in your gaze, Where breezes of thespring se -
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REFFLY: Melody-Constrained Lyrics Editing Model. Zhao et al. (NAACL 2025).
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Search Hierarchical Planning | Constraint-following

Extension — An Edit Framework Leveraging
Strong LLMs

By the Baikal Lake
REFFLY
generation ,
Gm C7 Fmaj7 D7
o) | — )
I } 1 .‘I. .I g } 1 1 Il I 1
with-inmy em - brace with-in your eyes, therethe flo-wers

bloom, there, - thegrass, it sways, moon - light spreads love,

all ar-ound the lake, the - flamesof two hearts i - llu - mi-nates the

o5
P
S
e
e
e
L
P

night.

REFFLY: Melody-Constrained Lyrics Editing Model. Zhao et al. (NAACL 2025).
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Same framework, different applications

S onn ets G ene ratl on Sonnet 18 by William Shakespeare

° Sonnet- 1 4_| | ne poem Shall I compare thee to a summer’s day?
. . Thou art more lovely and more temperate:
with rigorous

Rough winds do shake the darling buds of May,
meter-and- I’hym e And summer’s lease hath all too short a date;
constraints.

Sometime too hot the eye of heaven shines,
And often is his gold complexion dimm'd;
And every fair from fair sometime declines,

vcooga ==

e Structure: 3 Quatrains +

o T e B

1 Cou plet By chance or nature’s changing course untrimm'd;
E
) Rhyme SCheme: But thy eternal summer shall not fade,
Nor lose possession of that fair thou ; E
ABAB C DC D EFEF G G Nor shall death brag thou wander’st in his shade,
When in eternal lines to time thou :
e lambic Pentameter: g

E So long as men can breathe or eyes can see,
Shall | compare thee to a Summers day? So long lives this, and this gives life to thee.

o 17 o1t 0 10 10 1

Zero-Shot Sonnet Generation with Discourse-Level Planning and Aesthetics Features. Tian and Peng, (NAACL), 2022.
182
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Evaluation for Creative Tasks
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Evaluating Large Output Spaces |

£

Beyond System Outputs

(

Creative tasks are inherently
open-ended, with large output
spaces and subjective.

~

Evaluation Case Study

How do we evaluate this large output

space effectively?
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Two Possible Routes

1

We make interfaces to
make large output-space
evaluation more efficient.

2.

We evaluate systems as
they get used, rather
than their outputs.

This is known as product evaluation vs. process evaluation.
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Two Possible Routes

1.
We make interfaces to
make large output-space
evaluation more efficient.

2.

We evaluate systems as
they get used, rather
than their outputs.
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Supporting Sensemaking of Large Language Model Outputs at Scale

KATY ILONKA GERO, Harvard University, USA

CHELSE SWOOPES, Harvard University, USA

ZIWEI GU, Harvard University, USA

JONATHAN K. KUMMERFELD, University of Sydney, Australia
ELENA L. GLASSMAN, Harvard University, USA

“Users typically engage in iterative inspection of 10s to
100s of LLM responses via a chat interface (which is

slow) or by pasting responses into a spreadsheet (which Small-scale: < 10 responses
is arduous and clunky). Meso-scale: 10-100s of responses

Large-scale: 100+ responses

We call this mesoscale (“‘middle scale”) of LLM response
sensemaking.”
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Supporting Sensemaking of Large Language Model Outputs at Scale

KATY ILONKA GERO, Harvard University, USA

CHELSE SWOOPES, Harvard University, USA

ZIWEI GU, Harvard University, USA

JONATHAN K. KUMMERFELD, University of Sydney, Australia
ELENA L. GLASSMAN, Harvard University, USA

“Users typically engage in iterative inspection of 10s to
100s of LLM responses via a chat interface (which is

slow) or by pasting responses into a spreadsheet (which Small-scale: < 10 responses
is arduous and clunky). Meso-scale: 10-100s of responses

Large-scale: 100+ responses

We call this mesoscale (“‘middle scale”) of LLM response
sensemaking.”

How do we help users to do mesoscale evaluation?
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Evaluating Large Output Spaces |

Feature: Exact Match

17

18

19

20

GPT4

Beyond System Outputs

Evaluation Case Study

GPT 3.5

Faites un emploi du temps pour organiser vos révisions. Concentrez-vous sur les sujets
les plus difficiles en premier. Revoyez ensuite les sujets que vous maitrisez. Evitez de
faire des pauses trop longues. Dormez bien pour étre bien reposé pendant I'examen.
Bonne chance!

Créez un planning d'étude détaillé. Divisez votre temps entre les différents sujets.
Révisez de maniére active: faites des tests pratiques, résumez les informations. Faites
des pauses réguliéres pour éviter la surcharge mentale. Assurez-vous de bien dormir et
de manger équilibré. Bonne chance!

Pour étre performant & votre examen, je vous recommande de planifier votre temps de maniére efficace, de
vous reposer suffisamment chaque nuit, de manger sainement et de bien vous hydrater. Révisez
réguliérement en petits segments et utilisez des techniques comme les cartes mémoire ou les résumés pour
mémoriser I'information. Ne négligez pas les pauses pour maintenir votre concentration et éviter la fatigue
mentale. Bonne chance pour votre examen!

Pour bien vous préparer a votre examen final, je vous recommande de créer un planning de révision détaillé,
de diviser le matériel en sessions d'étude cgurtes, de prendre des pauses réguliéres, de dormir
suffisamment et de manger sainement. RéJez activement en posant des questions a vous-méme et en
expliquant & voix haute. N'oubliez pas de hydraté et de rester motivé en vous fixant des objectifs
clairs. Bonne chance pour votre examen fil

Etablissez un planning d'étude avec des pauses. Révisez les

ieres difficiles quand
vous étes le plus énergique. Pratiquez des examens anciens polir vous habituer au
format. Reposez-vous bien la nuit avant I'examen. N'oubliez pa¢ de manger et de vous
hydrater correctement. Bonne chance!

Pour performer a votre meilleur lors de votrd examen, je recommande de créer un plan de révision détaillé,
de pratiquer des exercices réguliérement, d¢ vous reposer suffisamment et de rester organisé. Evitez les
distractions, mangez sainement et prenez dis pauses pour éviter la fatigue. Bonne chance pour votre
examen final!

Planifiez votre temps. Faites un emploi du temps qui alloue des bériodes d'étude pour
chaque sujet. Prenez des pauses réguliéres, mangez sainement et dormez bien. Révisez
avec des fiches et pratiquez des examens précédents. La veille e I'examen, détendez-
vous et reposez-vous. N'oubliez pas de rester positif. Bonne chince.

Faites un planning d'études avec des pauses. Revisez vos notes'quotidiennement.
Pratiquez des exemples concrets. Dormez suffisamment, alimentez-vous bien.
la pression avec une activité relaxante tous les jours. Assurez-vous de bien
et non de mémoriser seulement. Bonne chance!

Pour performer au mieux lors de votre examen final, je vous recommande de créer un plan d'étude détaillé
qui inclut des séances de révision réguliéres, des pauses pour reposer votre cerveau, et des sessions de
pratique avec des exercices et des questions d'e n. Assurez-vous de bien dormir, de manger sainement
et de rester hydraté. Enfin, restez confia ités et gardez une attitude positive. Bonne chance!

préparer a votre examen, je vous recommande de créer un planning d'étude détaillé pour la
semaine a venir. Révisez réguliérement en petites sessions, faites des résumés, utilisez des techniques de
mémorisation telles que la répétition espacée, et prenez soin de vous en vous reposant et en mangeant

sainement. Bonne chance pour votre examen !
L

Simple: Find repeating substrings (phrases), and highlight them with
color across responses.
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22

23

24

Feature: Unique Words

GPT 4

Evaluating Large Output Spaces _| Beyond System Outputs Evaluation Case Study

GPT 3.5

Elaborez un plan de révision, divisez vos matiéres en sessions quotidiennes. Revoyez des
notes, faites des fiches récapitulatives. Pratiquez avec des vieux examens. Prenez des
pauses réguliéres, dormez suffisamment et mangez bien pour maintenir la concentration.
Evitez le stress en faisant des activités relaxantes.

Pour vous préparer au mieux pour votre examen final, je vous recommande de créer un emploi du temps de
révision structuré, de vous accorder des pauses réguliéres pour reposer votre esprit, d'étudier dans un
environnement calme et sans distractions, de pratiquer des exercices et des questions d'entrainement, et de
bien vous hydrater et vous reposer. Bonne chance pour vos études!

Faites un planning quotidien incluant des blocs d'étude, des pauses, du sommeil suffisant
et une alimentation équilibrée. Revisez les cours, faites des flashcards pour les éléments
clés. Pratiquez les anciens examens pour se familiariser avec le format d'examen. Prenez
des pauses réguliéres pour rafraichir I'esprit. Répétez a haute voix et enseignez aux
autres pour mieux comprendre. Bonne chance!

Pour bien réussir votre examen final, je vous recommande de créer un planning d'étude détaillé, de réviser
régulierement, de pratiquer des exercices, de bien dormir et de manger sainement. Assurez-vous également
de prendre des pauses réguliéres pour ne pas vous surmener. Bonne chance pour votre examen!

Faites un calendrier d'étude, en divisant le contenu en parties gérables chaque jour.
Concentrez-vous sur la compréhension, pas sur la mémorisation. Prenez des pauses de 5
minutes toutes les 25 minutes. Dormez suffisamment, mangez sainement et faites de
I'exercice pour garder votre cerveau actif. Révisez la veille de I'examen pour raffermir vos
connaissances. Bonne chance!

Pour étre prét pour votre examen final, je vous recommande de créer un plan d'étude structuré et de le
suivre chaque jour. Accordez-vous des pauses réguliéres pour reposer votre cerveau. Révisez activement en
faisant des fiches, des exercices pratiques et en enseignant le matériel & quelqu'un d'autre. Assurez-vous
également de bien dormir et de manger sainement pour maintenir votre énergie. Bonne chance pour votre
examen!

Simple: Find unique words/phrases in each response, and highlight it
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£

(

\_

Exact or literal match is very
restrictive. Can we do something
more flexible?

~

J

Evaluation Case Study

That's why they introduced "Positional

Diction Clustering’”.
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Feature: Positional Diction Clustering — Interleaved View

Table GPT4  GPT35

model

Subject: Request for Letter of Recommendation for Software Engineering Internship

Dear Professor Sandy,

Prof.

Hi

| hope this email finds you well
message

As a successful student of your Introduction to Algorithms course, | admired your expert teaching
| had the privilege of taking your introductory algorithms course last semester, where | earned an A grade
Intro to Algorithms course last fall, where | earned an A grade
Last fall, | completed your Introduction to Algorithms course with an A grade
| was a student in your Algorithms class last fall, which | greatly enjoyed and managed an A grade.
diligent student in your Introduction to Algorithms course last semester, in which | was able to achieve an A grade.
excelled in your challenging intro to algorithms class last fall, achieving an A grade.
securing
intro to algorithms class last fall, earning an A. Your teaching was excellent, making a challenging class enjoyable
| found the content challenging but engaging, thanks to your great teaching.
fondly recall the valuable experiences from your Intro to Algorithms class in the previous fall which | successfully concluded with an A grade

Simple: PDC with single view of the entire meso-collection.
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Feature: Positional Diction Clustering — Interleaved View
Pilot study with users:

T:;hll' m model | <‘3PT4 GPT35
Interleaved View was the
.| etter of Recommendation gl I°] P mOSt popular. @
“Tasks previously
considered too difficult to

attempt are now tractable”.

Check it out:

http://language-play.com/mesotext

semester, in which | was able to achieve an A grade.

lass last fall, earning an A. Your teaching was excellent, making a challenging class enjoyable
| found the content challenging but engaging, thanks to your great teaching.
our Intro to Algorithms class in the previous fall which | successfully concluded with an A grade

Simple: PDC with single view of the entire meso-collection.


http://language-play.com/mesotext

Problem-Finding | Path Finding | Evaluation
Evaluating Large Output Spaces | Beyond System Outputs | Evaluation Case Study

Two Possible Routes

1

We make interfaces to
make large output-space
evaluation more efficient.

2.

We evaluate systems as
they get used, rather
than their outputs.
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Evaluating Large Output Spaces | Beyond System Outputs | Evaluation Case Study
System outpw\
From evaluating a Hive System

system outputs
to evaluating a
live systems




Problem-Finding | Path Finding | Evaluation
Evaluating Large Output Spaces | Beyond System Outputs | Evaluation Case Study

An Intro to Human-Centered NLP

PART 2a PART 2b
Beyond System Outputs Evaluation Case Study
What should | consider when building the A deep-dive into a large-scale evaluation

system that uses my NLP method? with experts for creative writing.



Evaluating Large Output Spaces

Problem-Finding | Path Finding | Evaluation

| Beyond System Outputs

| Evaluation Case Study

r

Writing stage (e.g., planning, drafting, revision)

Writing context (e.g., academic, journalistic, technical)
> Purpose (e.g., expository, narrative, descriptive)
Specificity (e.g., general direction, detailed requirements)
Task Audience (e.g., specified, implied)

Demographic profile (e.g., age, language & culture)
User capabilities (e.g., writing expertise, efficiency)
Relationship to system (e.g., agency, ownership, trust)
System output preferences (e.g., coherence, diversity)

N\
Data - Source (e.g., experts, users) u
Data - Size (e.g., small, medium, large)
Model - Type (e.g., rule-based, foundation model) -
Model - External resource access (e.g., tool, data) Tech nology
Learning - Problem (e.g,, classification, generation)
Learning - Algorithm (e.g., supervised, unsupervised)
Learning - Training and adaptation (e.g, fine-tuning, prompting)
Evaluation - Evaluator (e.g., automatic, machine-learned)

User - Steering the system (e.g, explicit, implicit, no control)
User - Integrating system output (e.g., selection, inspiration)

N eoce Interaction

Ul - Interaction metaphor (e.g., agent, tool, hybrid)
Ul - Layout (e.g., writing area, separated, input Ul)
Ul - Interface paradigm (e.g., text editor, chatbot)
/? Ul - Visual differentiation (e.g., formatting, location)
(—/ Ul - Initiation (e.g., user-initiated, system-initiated)

System - Output type (e.g., analysis, generation)
System - Curation type (e.g., deterministic, curated options)

~

System - User data access (e.g., input text, additional data) )

Evaluation - Focus (e.g., linguistic quality, controllability)
Scalability (e.g., cost, latency)

J

J

Digital infrastructure (e.g., usability consistency, technical interoperability)

Social factors (e.g., designing with stakeholders, designing for social writing)
Locale (e.g., local writing, remote writing)

Access model (e.g., free and/or open-source software, commercial software)

Ecosystem

Norms & Rules (e.g., laws, conventions)
Change over time (e.g., authors,

readers, writing, information environment)

A Design Space for Intelligent and Interactive Writing Assistants, Lee et al. — CHI 2024

Technology is only one
aspect to consider when
building a System.

Important to also consider
what the Task is,
who the IS,
what the Interaction is,
and how the Ecosystem
works.

See this great paper surveying 115
papers in the space!


https://dl.acm.org/doi/full/10.1145/3613904.3642697
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Task: What is the user trying to accomplish?

Example: consider the Writing Stage of the user.

What stage of writing does the system support?

(1) Idea Generation, (2) Planning, (3) Drafting, or (4) Revision?
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Task: What is the user trying to accomplish?

Example: consider the Writing Stage of the user.

What stage of writing does the system support?

(1) Idea Generation, (2) Planning, (3) Drafting, or (4) Revision?

f\'

A chat interface might be . auto-complete .. & a Grammarly-style
most adequate for these... for this text editor for this

AU

(see the paper for other task considerations: Writing Context, Purpose, Specificity, and Audience)
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Who is the target user of the system?

Example: What are the target User Capabilities?

An international
Wikipedia Editor might need help with
American English rules.

(see the paper for other user considerations: Demographics, Relationship to System, System Output Preferences)
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Who is the target user of the system?

Example: What are the target User Capabilities?

A 6th Grade
Student might need help spotting
grammar & spelling issues.

(see the paper for other user considerations: Demographics, Relationship to System, System Output Preferences)
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User: Who is the target user of the system?

Example: What are the target User Capabilities?

A Ph.D.
Student  might need help making sure
technical terminology is accurate.

(see the paper for other user considerations: Demographics, Relationship to System, System Output Preferences)
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Who is the target user of the system?

Example: What are the target User Capabilities?

A professional
writer might not want the system to
make changes affecting their style

(see the paper for other user considerations: Demographics, Relationship to System, System Output Preferences)
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Evaluating Large Output Spaces Beyond System Outputs Evaluation Case Study

User: Who is the target user of the system?

Example: What are the target User Capabilities?

The user's capabilities and needs should be
considered during system design!

(see the paper for other user considerations: Demographics, Relationship to System, System Output Preferences)
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Interaction: How do User, User Interface, and System interact?

Example: How is the system output triggered? (Initiation)

C('\\

User-Initiated System-Initiated
Reactive Proactive

(see the paper for other interaction considerations: Interface Paradigm, Visual Differentiation, Steering, Integration)
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Interaction: How do User, User Interface, and System interact?

Example: How is the system output triggered? (Initiation)

(('\\

User-Initiated System-Initiated
’\, Reactive Proactive
W/“ More natural for More natural for
L, |dea Generation & Planning Revision, Grammar, Typos
= (ask for what you want) (continuous scan & fix)

(see the paper for other interaction considerations: Interface Paradigm, Visual Differentiation, Steering, Integration)
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Ecosystem: Does the system fit in the overall ecosystem?

Example: What compatibility issues does the system consider?

FEE  OF

Usability Technical
Consistency Operability
Does the system align with With external services (APIs,
other systems in terms of tangible world, etc.)
usability?

(see the paper for other interaction considerations: Access Model, Social Factors, Locale, Norms, Change over Time)
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£

(

\_

Task, , Interaction, Ecosystem

What if | just want to evaluate my

NLP models?

J

Good news: You do not need to “‘check
all the boxes”

But using these can improve the

evaluation process.
\_ X ,




Problem-Finding | Path Finding | Evaluation

Evaluating Large Output Spaces Beyond System Outputs | Evaluation Case Study

An Intro to Human-Centered NLP

PART 2a PART 2b
Beyond the system output Evaluation Case Study
What should | consider when building the A deep-dive into a large-scale evaluation

system that uses my NLP method? with experts for creative writing.
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Evaluating Fiction Writing

NEW YORKER [ cucree |

FLASH FICTION

THE KINGDOM THAT FAILED

RQ:

Can top LLMs (in Summer 2023) write short
fiction (1500-2500 word) that matches the
quality of New Yorker stories (the gold
standard of short fiction writing for English)?

Art or Artifice? Large Language Models and the False Promise of Creativity — Chakrabarty et al. — CHI 2024
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Evaluating Fiction Writing

NEW YORKER [ cucree |

FLASH FICTION

THE KINGDOM THAT FAILED

RQ:

Can top LLMs (in Summer 2023) write short
fiction (1500-2500 word) that matches the
quality of New Yorker stories (the gold
standard of short fiction writing for English)?

What protocol (automatic or through human
annotation) do we need to find out?

Pairwise preference is quite noisy for long
sequences...

Art or Artifice? Large Language Models and the False Promise of Creativity — Chakrabarty et al. — CHI 2024



Problem-Finding | Path Finding | Evaluation
Evaluating Large Output Spaces Beyond System Outputs I Evaluation Case Study |

Evaluating Fiction Writing

NEW YORKER [ cucree |

FLASH FICTION

THE KINGDOM THAT FAILED

(o) We can work with professional writers who
have published fiction themselves.

Art or Artifice? Large Language Models and the False Promise of Creativity — Chakrabarty et al. — CHI 2024
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Evaluating Fiction Writing

NEW YORKER [ cucree |

FLASH FICTION

THE KINGDOM THAT FAILED

(o) We can work with professional writers who

have published fiction themselves...

OK... but they don't know about Al, and some
might be anti-Al...

Art or Artifice? Large Language Models and the False Promise of Creativity — Chakrabarty et al. — CHI 2024
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Evaluating Fiction Writing

NEW YORKER =3

FLASH FICTION

THE KINGDOM THAT FAILED

~

(o) We can work with professional writers who
have published fiction themselves...

OK... but they don't know about Al, and some
might be anti-Al...

Remember a few slides ago... we have to think
of our users and what types of tasks they do.

Art or Artifice? Large Language Models and the False Promise of Creativity — Chakrabarty et al. — CHI 2024
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Evaluating Fiction Writing

NEW YORKER =3

FLASH FICTION

THE KINGDOM THAT FAILED

5@3 We can work with professional writers who
have published fiction themselves...

OK... but they don't know about Al, and some
might be anti-Al...

Remember a few slides ago... we have to think
of our users and what types of tasks they do.

creative writing how they grade creative

:@: What if we ask professionals who teach
writing, say the essays of their students.

Art or Artifice? Large Language Models and the False Promise of Creativity — Chakrabarty et al. — CHI 2024
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14 Torrance Test of Creative Writing
Dimension [TTCWName

Narrative Pacing
Understandability and Coherence

We then organized the free-form responses into Fluency La”gu"f'ge ProfiCienCy
four dimensions, and 14 binary tests (Yes/No). Narrative Ending
Scenevs. Summary

Structural Flexibility
Flexibility Perspective & Voice Flexibility

Emotional Flexibility

Originality in Theme/Content
Originality Originality in Thought

Originality in Form

World Building & Setting
Elaboration Rhetorical Complexity

Character Development

We interviewed 8 professional writers about
how they judge / grade fiction writing.
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14 Torrance Test of Creative Writing
Dimension [TTCWName

Narrative Pacing
Understandability and Coherence

We then organized the free-form responses into Fluency  Language Proficiency

four dimensions, and 14 binary tests (Yes/No). Narrative Ending
Scenevs. Summary

Structural Flexibility
Flexibility Perspective & Voice Flexibility

Emotional Flexibility

Originality in Theme/Content

We interviewed 8 professional writers about
how they judge / grade fiction writing.

TTCWH14: Does each character in the story feel Originality ~ Originality in Thought
developed at the appropriate complexity level, Originality in Form
ensuring that no character feels like they are World Building & Setting
present simply to satisfy a plot requirement? Elaboration Rhetorical Complexity
(Yes/No) > Character Development
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14 Torrance Test of Creative Writing
Dimension [TTCWName

Narrative Pacing
Understandability and Coherence

We then organized the free-form responses into Fluency  Language Proficiency

four dimensions, and 14 binary tests (Yes/No). Narrative Ending
Scenevs. Summary

Structural Flexibility

Are these tests any good? Flexibility Perspective & Voice Flexibility
Emotional Flexibility
Originality in Theme/Content

We interviewed 8 professional writers about
how they judge / grade fiction writing.

TTCWH14: Does each character in the story feel Originality ~ Originality in Thought
developed at the appropriate complexity level, Originality in Form
ensuring that no character feels like they are World Building & Setting
present simply to satisfy a plot requirement? Elaboration Rhetorical Complexity
(Yes/No) > Character Development
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Task: How do we setup a fair evaluation?

Example: consider the Writing Stage of the user.

What stage of writing does the system support?

(1) Idea Generation, (2) Planning, (3) Drafting, or (4) Revision?

We want to focus on these
two stages.
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Art or Artifice - Setup

GPT3.5
o — Story
> ‘ 1-sentence plot > Claude 1.3
summary
Story
GPT4
Story
Get a real Generate stories on the

Summarize it

New Yorker Story same plot with LLMs
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Art or Artifice - Setup

Claude 1.3 TTCW passed
Story (0 -> 14)
Story1: 4 /14
Story2: 10/14
Story3: 4 /14
GPT4 GPT3.5 Story4: 2 /14
Story Story
Experts Read
Shuffle the Aggregate Results

: Stories
Stories Conduct TTCWs
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Art or Artifice - Results

24 , 24 24 , 24 ,
: GPT-3.5-turbo GPT-4 | Claude-v1.3 New Yorker 1O
20 4 P 20 4 20 4 o 20 4 00
o o I
16 i 16 16 i<t 16 1 i
12 i 9 12 12 | 9 12 i 9
1 ' 1 1 | 1 '
<L << <<
8 : 8 1 8 E 8 i
| | i
4 i 4 4 : 44 H
| | i
1 ] 1
0 L E S BT ER et sy rovex e mer s st oy m o S | Ko e s e Ty sonr ey ey e e sty e g g s HIRA  Monony wovr s sy e o s e e s e e e e e I 8 R e BN B S s e e e e ay Ao
012345678 91011121314 0123456 78 91011121314 012345678 91011121314 012345678 91011121314
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Figure 3: Distribution of aggregate TTCW results, in which only the number of tests passed is retained.

Finding #1: Models were very very far off from writing good fiction. (they still are)
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Art or Artifice - Results

24 , 24 24 , 24 ,
: GPT-3.5-turbo GPT-4 | Claude-v1.3 New Yorker o
204 Ha'l 20 A 20 4 :cn 20 A :m
Ha o I
16 i 16 16 i<t 16 1 i
12 59 12 12 Eé’ 12 i;ﬁ‘
<< 1< 1<
8 : 8 8 E 8 E
| | |
4- i 4 4 : 4 i
| | !
1 ] l
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012345678 91011121314 0123456 78 91011121314 012345678 91011121314 012345678 91011121314
Number of TTCW passed Number of TTCW passed Number of TTCW passed Number of TTCW passed

Figure 3: Distribution of aggregate TTCW results, in which only the number of tests passed is retained.

Finding #1: Models were very very far off from writing good fiction. (they still are)
Finding #2: Some models are better than others, and you can tell with TTCW.
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Art or Artifice - Results

24 , 24 24 , 24 ,
: GPT-3.5-turbo GPT-4 | Claude-v1.3 New Yorker o
20 - PN 20 A 20 A o 20 )
oV | T i
16 - i 16 16 i<t 16 1 i
12 i §’ 12 12 | ?’ 12 i g‘
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8 : 8 1 8 E 8 E
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Figure 3: Distribution of aggregate TTCW results, in which only the number of tests passed is retained.

Finding #1: Models were very very far off from writing good fiction. (they still are)
Finding #2: Some models are better than others, and you can tell with TTCW.
Finding #3: Experts have moderate (0.3-0.4) agreement on individual tests, but
strong agreement (~0.7) on the number of tests passed per story...



Evaluating Large Output Spaces

(%

Problem-Finding | Path Finding | Evaluation

Beyond System Outputs | Evaluation Case Study |

LLM as a Judge? (Back to NLP!)

LLMs can't write as well. But can they do the
judgement?

Since we collected 2,000+ individual TTCW
responses, we can evaluate models on this
“benchmark” (Story + TTCW -> Yes/No)

Most models perform at random. Glimmers of
hope in Claude3 Opus (at the time).

If you ask an LLM if a story has a good ending, it
says yes almost all the time.

LLM Balanced Accuracy At Predicting TTCWs
100

90
80

70

58
60 53 - 54
49 50
50
" L
GPT3.5 Claudel.3 Claude2 Claude2.1 GPT4 Claude3 Geminil
Opus Pro
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Can Al writing be salvaged? Mitigating Idiosyncrasies and Improving Human-Al
Alignment in the Writing Process through Edits

Chakrabarty et al.
CHI2025

Results from Art or Artifice were quite negative.

RQs:
How do we practically improve Al writing?
How do we get expert feedback integrated into the models?
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Copy-editing is a common task

-:@:— Professional writers often iterate over their
own writing...

Or they take on copy-editing jobs where they
have to improve others’ writing (like for
magazines, books, etc.).

Perhaps we can ask them to copy-edit Al
writing, and learn from the process?
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Copy-editing — Pilot Study

Al Writing Idiosyncrasies

Recruited 8 professionals with

: . ot Bl Tense Inconsistency
experience In Copy—edmng.

B Purple Prose

They edited about 100 paragraphs. For — L::g Sgtsagfcificity
each edit they made, experts were asked

them for a free-form rationale. B Cliche

Unnecessary/Redundant

L Exposition

Organized the rationales into 8 recurring

Ca’[egories, Poor Sentence Structure

Awkward Word Choice

B and Phrasing

We call these “idiosyncracies’, they're like
the bugs of Al writing...



Problem-Finding | Path Finding | Evaluation
Evaluating Large Output Spaces Beyond System Outputs I Evaluation Case Study |

Note on Ecosystem: Make Users do Tasks they Would Naturally

s

Social Factors x Ask the experts directly for the
common idiosyncrasies in Al writing.

Have experts do copy-editing, and infer
‘/ the common patterns from their work.

How does the task relate to
tasks users do frequently?

(see the paper for other interaction considerations: Access Model, Social Factors, Locale, Norms, Change over Time)
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Scaling up: the LAMP corpus.

As Sarah stepped off the bus, the scent of pine and damp earth enveloped
her. [.....] In the kitchen, she found herself reaching for the cabinet where her
mother always kept the coffee, only to stop short ?he—reah—za&ee

This time, though she was alone. Her mother would never come back. She
sank into a chair at the old oak tablel....]

Legend: bBeletedFext, |nserted Text

Example of one edit (out of 8,000+) we collected as part of
the LAMP corpus. This one was marked as fixing a “Cliché”.
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Creating the LAMP Corpus

Why did Samantha start to feel worse about the sacrifices she made for her children when reflecting on

the many small acts of care and the constant demands placed on her? !
Also assign a score x / 10 for

the initial and final paragraphs.

Samantha watched the steam rise lazily from her coffee cup, tracing the path of her thoughts back through the years. The small, quiet moments collected
dust in the carners of her mind: cutting sandwiches into perfect triangles, late-night fevers, and math homework that stretched long into the evening. Each
act, done with love, had begun to feel like grains of sand shifting under her feet, slowly eroding the ground she stood on. It wasn't the big sacrifices—moving
for better schools or taking extra shifts—that gnawed at her as much as the constant demands that chipped away at her sense of self. When she saw the
woman in the café, reading a book in solitude, she felt a pang that shot through her veneer of contentment. It wasn't jealousy. It was the realization that the
scaffolding of care she'd built around her children had also confined her. Her dreams, once vibrant and loud, now whispered from a distance. Samantha loved
her children fiercely, but as she stared into her coffee, she couldn't ignore the quiet lament of a life that had learned to fold itself into ever-smaller shapes to

Helps judge:

1. How did they feel about
Initial Writing Quality Score Final Writing Quality Score the Inltlal draft-
Choose.. v Choose.. - 2. How satisfied are they
with their editing.
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LAMP Corpus Statistics

Total of ~1,000 ~20 experts 8,000 edits total
edited paragraphs editing ~8 / paragraph
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LAMP Corpus Statistics

Total of ~1,000 ~20 experts 8,000 edits total
edited paragraphs editing ~8 / paragraph
fiction and Llama 3.1 70b, 7 idiosyncrasy types
non-fiction writing Claude 3.5 Sonnet,
domain GPT-40
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Did some LLMs score better than others?

Non-Fiction Fiction
Creative Writing Creative Writing
10.0 = 10.0
Claude 3.5 sonnet
1.5 7.5
5 {52 - 5.0 5{[ 45 - 45 || M GPT-40
2.5 2.5 Llama31-70b
0.0 0.0

LLMs score almost the same in terms of writing quality!

INn other words: the V re a | ~menh.

Also: instructions involving fictional situations are more
challenging to LLMs than non-fiction prompts. Makes sens
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Are there “styles” markedly different?

Moo | m [ Writing Flaw Category
| 17.4% I Tense Inconsistency
e s I Purple Prose
= e S
. - [ Cliche
— IlEJ)r(1Fr;:)esci(gisosr;a\ry/Redundant
26.8% 28.5% 29.2%

[ Poor Sentence Structure

Awkward Word Choice
and Phrasing

Claude 35 GPT-40 Llama3. —

sonnet 70b

LLMs use almost identical “styles”, with similar proportions of

writing flaws. 9
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Can we imitate the expert procedure?

1. 2. 3.

LLM Writes a LLM Detects LLM Rewrites Each
First Draft — Problematic Spans — Problematic Span
(25-shot) (25-shot)

This is an NLP-crowd after all... we have to try to
automate things!
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Editing Results

Writer-edited 1 l 23% 64%
LLM-edited-full - - 45% 27%
Preference Rank
LLM-generated*_ 30% 7% == gn:j
n

! 1st

75% 50% 25% 0% 25% 50% 75%
Preference Distribution (based on 10 experts preference ratings)

LLM first drafts are typically pretty bad...
But LLMs can edit their own writing and make it better...
But it's not as good as experts doing the editing.

wn =
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Recap of Takeaways for Creative Evaluation

#1. Consider the meso-scale
.Ccreative tasks have large output spaces.

#2. Consider evaluating live systems
.. rather than just model outputs.

#3:. Involve Experts in Evaluation
. they're the gold standard.

#4. .. but in ways that fit their typical work tasks.

. they're not NLP researchers.
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Conclusion

Tutorial Overview and Conceptual Framework

Part 1: Problem-Finding @ @ @
How end-states are defined ""‘

+ Emulation: Inferring human actions and states
+ Synthetic Data: Creating states with assumptions about

the generative process
+ Reward Learning: Approaches to learn reward models

from human data or preference-pairs.




Conclusion

Tutorial Overview and Conceptual Framework

Part 1: Problem-Finding @ @ @
How end-states are defined ‘-‘- B

Part 2: Path-Finding

How plans are made and

steps/actions are taken + Search: Heuristics, Exploration and Workflows

+ Hierarchical Planning: Inferring plans from human
writing (e.g. RAKE) and getting models to follow them

+ Constraint-Following: Some great musical
performances!




Conclusion

Tutorial Overview and Conceptual Framework

Part 1: Problem-Finding @ @ @
How end-states are defined ‘-‘- B

Part 2: Path-Finding

How plans are made and

steps/actions are taken + Evaluating Large Outputs: The “mesoscale”
Part 3: Evaluation + Beyond System Outputs: System Evaluation. Inferring
} plans from human writing (e.g. RAKE) and getting

models to follow them

How plans are made and
P + Case Study:

steps/actions are taken




Biggest Open Problems

Understanding human behaviors in creative processes

Humans have the ability to infer behaviors, plans and intentions of others under limited
observations. How can models do the same?

Planning Generation

Although we saw many great examples of plan-following, this remains a problem in
primarily auto-regressive settings.

Evaluating System Outputs

Understanding/assessing the entire system’s functionality requires building a model of
the system and it's users. Evaluating user-level outputs is not enough.
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LawFlow : Collecting and Simulating Lawyer's
Thought Process

https://minnesotanlp.qgithub.io/L awyerbench-website/

Debarati Das’, Karin De Langis’, Khanh Chi Le’, Ritik Parkar’, Jong Inn Park’, Brendan Madson?, Robin
Willis?, Daniel Moses?, Chad Berryman?, Brett McDonnell?, Daniel Schwarcz, Dongyeop Kang'
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https://minnesotanlp.github.io/Lawyerbench-website/

Legal agreement writing for Small Business Formation

T T TS High stakes use-case
Client business goals where client goals are

Financial structures o
Ownership interests underspeoﬂed.

Membership Terms
Liability considerations
Future disputes

A and | are avid anglers aiming to promote
fishing in our area by hosting free educational
workshops for children and adults. We plan to
form a business to manage gear purchases,

raffles, and possible future funding, but want : .
to avoid complex formalities and do not intend Clients have mU|t|P|e

to make a profit. What kind of startup docs do competing goals which '

we need ? N e — = 7 .
evolve constantly. Operating
agreement
:' drafting
Iterative Q&A ]
= R \
ction

Template Sele

- s s s = = -

[
[

Client

(wants to start a small

business)
Memo

drafting



Collecting legal workflows from Law students

Workflow

Planning E@
Small Business
Formation
Scenarios

Law students Clients

Issue Note Template ’s #(
Identification Taking Selection

I
|
|
|
|
|
= Lawyer-Client | >
@‘ @ Conversation :
|
)

———— — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — —

Review/
P Approve %@
— Senior
. Research  Drafting Operating Experts
_______________________ Agreement Draft
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LawFlow Data Collection Tool




Human Task Plan for agreement drafting




Business Scenario — Human Workflow (Eq.1)

A and | are avid anglers aiming to
promote fishing in our area by
hosting free educational
workshops for children and
adults. We plan to form a
business to manage gear
purchases, raffles, and possible
future funding, but want to avoid
complex formalities and do not
intend to make a profit. What

kind of startup docs do we need
?

Tdentify Whether you can
Hl'hink about recommendations reasonably represent interests mAsk default tax questions of client
‘ . of all Sents if this case | . =Tax Treatment of Entity [Island] ]
\m&onsider counter- Communicate with clients if needed mAsk default tax questions of entity

2. Decide on recommendation

¥ X /[ "to client(s), file forms==
Identify most important considerations/

S
Decide whether open/shut /
Identify various clauses, Dymine if you're doing Meet with dlient to file forms
provisions that will be useful mbusiness out of state

File f Il
(will:need tofile for each state) =6 10IN=I PEISOnat
| Consult Secretary of State

| business filling resources

or similar) in relevant jx — "
Ask follow(-up questi)ons ’ Search within appropriate

to client if needed realm of resources”(#3)
mDecide whether open/shut

gragments/pros andcons wIdentify applicable precendents _gearch within appropriate

mSearch available template docs realm of resources
Write memo to client o :
®about how to file forms BIdentify gaps in knowledge

Compare with past agreements
produced / documents used

\ Determine best.(most'well-crafted, |
most precise)and most relevant resourcessm

Identify gaps in
knowledge (#3)

Search,forrelevant info ’
about determining state Consult colleagues and obtain feedback

Search within appropriate
réalm of resources (#1)

mAdvise on best entity form

: i
-Refer out to tax professional \Wisite memo

if necessary

Obtain feedback from

colleagues (#4)
4. Write an Operating Agreement
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Business Scenario — Human Workflow (Eg.2)

A and B have created the chemical composition
of an organic, temperature-regulating soil
themselves. A and B need additional funding to
produce an amount that's large enough to be
tested on a greater scale & form a viable
business.

A and B's friend C has an eye for promising
business ideas. She knows the two have a
strong work ethic and believes that the soil will
be a success if the two can consistently
produce enough of it to meet demands of early
testers.

Cis willing to invest $2M for a 30% ownership

interest, which A and B agree to. If all goes well,

the three would like to sell the soil's chemical
composition to a biotech company.

mDetermine if you're doing business out of state

mDetermine if you can represent the interests of all clients.

mThink about recommendationsfsssmAsk default tax questions of client

WIGERTTY gaps in knowledge mIdentify gaps in knowledge
‘ =W Search within relevant resources
Bldentify”potential complications mRefer out to tax professional
mSearch template docs Send,memo to client..uagk follow-up questions to client

mEdit selectedgtemplate TakesNotesmn
JWASK"Default Questions |
Write_memo

~ = mldentify gaps in'knowledge \
“wmAsk follow-up questions

r-Rewse MEeMOo
N IGather basic information




Comparing Human vs LLM workflows

Scenario : Form Multi-State LLC with 3 co-founders

Step 1: Step 2: [Optional]
Gather basic Decide Tax Treatment
information Recommendation of Entity
Human Executed Workflow LLM Executed Workflow
=Determine if you're doing business out of state IIdentify applicable precendents IDetermine the most relevant resources

ICompare with past agreements IIdentify various clauses that will be usgful

: . IAsk follow-up questions to client Revise OA
mThink about recommendations; Ask default tax questions of client Search for info on determining state jx

A ¥ R ) Obtain feedback from colleagues
IDetermlne if you're doing business out of state

Determine if you can represent the interests of all clients.

Identify gaps in knowledge mldentify gaps in knowledge IC . Wiy
L ommunicate with clients )
M@h within relevant resources lDetermine if you can represent the interests of all clients. ITax Treatment of Entity
Identify”potential complica t to tax professional IIdentify most important considerations IAsk default tax questions of entity

ti
Search template docs I:iSend memo to client }Ask follow-up questions to client ICOHSider pros and cons IEdit selected template IIdentify gaps in knowledge

mEdit selectedstemplate HJ;K;EINOEES JThink about recommerdations IWrite an OA |search within relevant resources
JASK"Default Questions

consult colleagues
Ierte memo
-

|Send memo to client IDecide whether open/shut

Write memo to client on filing forms
IMeet with client to file forms

Search within relevant resources
Identify gaps in knowledge
iTake Notes

Identify potential complications\File forms personally
Ask follow-up questions IConsuIt Secretary of State business\esources in relevant jx

=Identify gapslin knowledge Refer out to tax professional|

r-Revise mem@j

\Ask follow-up questions

Human executes one relevant branch LLM executes all the branches possible
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Human breadth + LLM Depth

el T B T — o e e e e e e M e e e mmm M e e mmm M e e mmm e e

I 9: Decide on entity recommendations to the client and file forms

10 : Think about recommendations
11: Consider pros /cons of the recommendation

12 : Identify the most essential considerations (is it open/shut case)
13 : Identify if you can represent all clients in this case
14 : Communicate with clients if needed

i 30: Complete organizational tax filings

! 31: Get an employment identification number from the IRS

! 32: Assist the client with local business licenses or permits if needed

! 33: Address state tax considerations

' 34: Develop an internal governance framework

! 35: Confirm ownership structure details

! 36: Outline voting procedures and transfer restrictions

! 37: Establish procedures for capital contributions

X 38: Determine management authority and conflict resolution protocols




b - Path finding :

Humans improvise. LLMS follow the script.

Human LLM
Execution Execution

4.1.2.
5.5

v .
4129«
5.5.1

No loops
Loop; No iterations
Revl|5|tls Execute nearly all
Omissions

parallel options
(even incorrect)



| Patn finding |
Same Task : Multiple Diverse Human Workflows

Allows for modeling underlying reward trade-offs (e.g.
completeness vs. brevity, tax vs. liability).

A A %P . - N A A %r A -
at e N e A e I\\“ a4 A o —* o« ° A e °* o m ° A
I’:A: 0 -’ A \’ = I;A e I;A N
A = A ) b A f ' o A DN Ny
a ¢ ' b a ¢ b a ¢ " &y | \J7
A.. 0 0. -, A-..- 0 ’ o 5 S A-:. ; é "' g A-.. 0 » ‘ "‘4'1#: S
° ’ ':t'c ‘o d.: » ’ ° ¢-’: ‘.
(a) Law Student 1 executing (b) Law Student 1 executing (c) Law Student 1 executing (d) Law Student 2 executing
“Scenario 18” “Scenario 10” “Scenario 19 ” with 3 complex- “Scenario 13.” with 3 complex-
ity parameters ity parameters
\ J \ |
! y
Same Student, Different Student,

Different scenarios Similar scenarios



| | Patnfinding_|
Meta decision junctions — Reward sensitive

Blind spot Feedback on
detection i
Step 1: Step 2: [Optional]
Gather basic Decide . Tax Treatment
information Recommendation of Entity
-—— - =————~
/ /\ \ . .
Factors influencing legal
[ Take ] [ Identn:;/ gaps ] process
notes s 1. Noof people “Which entity
licat .
R comprcations mmm) 2.  Nature of business —)

| type to choose ?”
3. Expansion plans

L. Investment sources
5. Diverging interests

- o - o . . . E—,
- o o o . -

Follow
up
\ /



: Evaluation

Deviation is sign of atypicality at a step level

Process-level evaluation metric

Human Workflow

4.1.1.2 Compare with past
agreements/documents used

1.3.2 Consult colleagues
and obtain feedback

5.2 Ask default tax
questions of cntity

1.2 Identify potential
complications/follow-
up questions

up questions to client \ 2.2.2 Communicate

with clients if needed

Search T.1.1 Take
Notes
5.2 Ask default
tax gucs}ions 5.2 Ask default tax
of entity questions of entity
111 - - 1.1.1 Take
o Tak 1.2 Identify potential oo
- complications/follo Notes
Notes P :
w-up questions
2.3.1.1 Ask follow-
4.1.2.1 Determine best
and most relevant
resources 5.2 Ask default tax
questions of entity
Edge Color (Z-score) \ 111 Take

¢ Score < (.5: On-track
¢ (1.5 < Score < 2: Needs review
¢ Score > 2: Off-track

Notes

2.3.3 File forms personally

2.2 1 Identify whether
you can reasonably
represent interests of
all clients in this case

5.2 Ask default tax
questions of entity

1.1.1 Take 4.1.1.2 Compare
LLM Workﬂow Notes with past
agreements/
Seal‘ Ch documents used
5.2 Ask default
tax questions of 5.2 Ask default
entity tax questions of
entity
1.3 Identify 1.1 Ask 1.1.1 Take Notes
: Default
o gapsin 2
knowledge Questions 4.1.2.2 Identify
various clauses,

provisions that will
be useful

4.1.2.1 Determine
best and most
relevant resources

5.2 Ask default
tax questions of
entity

1.2 Identify potential
complicationsffollow-
up questions

4.1.2.1 Determine
best and most
relevant resources

5.5.2 Refer out to
tax professional if
necessary

\1 1.1.1 Take Notes I




Evaluation

Evaluation is not just about outcome completeness.

Evaluation
Question

Are there clauses
that might create
unnecessary
disputes between
stakeholders?

LLM Evaluation and Rationale

Score: 3/5.
Reasoning: Several sections might induce

Legal Expert take on LLM
Evaluation

The LLM expresses concern
about the unanimity

requirements.. But with a 2
member LLC at the start, it's
much less a problem.. The

disputes, especially around transfer of interests,
capital contributions, and the unanimity required
for many decisions. The right of first refusal in

Section 4.04(a) lacks detail on how the
membership interest is valued in conflicts,
possibly leading to contention. Potential

criticism of the valuation in the
right of first refusal is absolutely
accurate, a real problem with the

agreement. The dispute
mechanism resolution
suggestion is worth considering.
With 2 members who have equal
voting power, deadlock is

deadlocks due to unanimity requirements
without explicit dispute resolution mechanisms
for internal conflicts might also lead to issues

unfortunately a built-in problem ..

LLMS miss domain specific nuance but can
also surface issues humans overlook

Law Student Defense for LLM
Evaluation

| agree that requiring unanimity
in decision making can become a
problem if the company grows.
But it can be an important
mechanism for a small venture
like this one, you can't have only
two or three members who all
disagree. It's a potential for
conflict, butit's also an incentive
for communication and
compromise because you have
no option to disregard your
fellow members’ opinions.
“There are no solutions, only
trade offs!



Design Suggestions

Design Suggestlons for future Legal Al assistants

DESIGN
SUGGESTION

IMPACT

INSIGHT

Completeness

Collaboratlve

workflow planning

Depth

Breadth
@1y

Legal
@ Planning

Efficiency + Clarity

What changed since the last time? =
Added ownership percentages to
client elicitation notes

Live plan
, Mutation

Lawyer introduces
new nodes and
connections

o

Workflow

dynamically
Flagging
View other agent
decisions at this junction ?
=N
. | @)
—

&L  Legal
N Execution

@ IIJ

Creativity + Completeness

Ideation Existing members or shareholders ?
Ownership percentages ?
Checker

2 Do they qualify for funding grants ?
/ Redlining

‘—’ Assistance

[“IKey definitions are explained
[#] Unanimity issues are well-addressed

! Your draft misses a clause on tax-issues
* in house, would you like to revise ?

Legal

'ﬁ(} Workflow
Assistant



Yijia Shao



How does this differ from standard planning/reasoning?

Creative Planning







Yufei Tian and Nanyun (Violet) Peng, NAACL 2022

Zero-Shot Sonnet Generation with

Discourse-Level Planning and Aesthetics
Features
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The World of Sonnets

e Sonnet: 14-line poem with
rigorous meter-and-rhyme

constraints.

e Structure: 3 Quatrains + 1

Couplet
e Rhyme Scheme:

ABAB CDCD EFEF GG

e |ambic Pentameter:

Shall | compare thee to a Summers day?

0O 1 01 0O 10 10

1

[
[
[

Sonnet 18 by William Shakespeare

Shall I compare thee to a summer’s day?

Thou art more lovely and more temperate:
Rough winds do shake the darling buds of May,
And summer’s lease hath all too short a date;

Sometime too hot the eye of heaven shines,

And often is his gold complexion dimm'd;

And every fair from fair sometime declines,

By chance or nature’s changing course untrimm'd;

But thy eternal summer shall not fade,

Nor lose possession of that fair thou ;

Nor shall death brag thou wander’st in his shade,
When in eternal lines to time thou :

So long as men can breathe or eyes can see,
So long lives this, and this gives life to thee.

ocaogao wWewRp

e

e

Qa




Our Design Principle

* We propose not to train on poetry corpora.

* We proposed a plan-and-write framework|1], that
disentangle content from language and format of sonnets.

 Each individual module is trained on more available data,
such as news and stories.

[1] Lili Yao, Nanyun Peng, Ralph Weschedel, Kevin Knight, Zhongyan Dong, Rui
Yan. “Plan-And-Write: Towards Better Automatic Storytelling” AAAI 19



Overview— A four-step
hierarchical framework

[1] Content-planning module
o Trained on news and stories

o Equip the model with general world and linguistic
knowledge to construct a coherent text world

[2] Rhyme module
[3] Polishing module

o Two figurative devices: imagery and similes
[4] Decoding module

o Trained on news and stories

o Inference-time controllable decoding algorithm for
meter-and-rhyme constrained decoding

Title: A Reirospect

a. Content Planning
(trained on news and stories)

Line 1: recall, time, consider
Line 2: dark, gaze, stars
Line 3: day, bright, [R3]
Line 4: fog, white, [R4]

Line 13: know, youth, trust
Line 14: romantic, love, [R14]

b. Rhyme Pairs Generation
(the CMU dictionary)

Discourse-
level
Coherence

Rhyme Scheme:  ABAB CDCD EFEF GG ___

Line 1: Recall, time, consider
Line 2: dark, gaze, stars

Line 3: day, bright, glitter
Line 4: fog, white, Mars

|

c. Polishing for Aesthetics
(Imagery pairs, simile phrases)

Imagery:
Line3—day-—>-sun
Line 14: love - rose
Simile:
Line 3: bright like diamond (/x/x)

Line 4: white like snow (/x/) _J

d. Sonnet Generation
(trained on news and stories)
Recall the time and having me consider,

X~

7 Aesthetics

Meter-
Constrained
Decoding




1. Content-planning module

Input: Title; Output: Outline (keywords)

Trained on largely available corpus, news
articles and stories

Equip the model with general world
knowledge to construct structurally

ERIIGAE BIdFShd-write: train on the same domain

as target task

Our content planning: disentangle training from
decoding step and thus circumvent the shortage of
sizable sonnet data

Title: A Reirospect

a. Content Planning
(trained on news and stories)

Line 1: recall, time, consider
Line 2: dark, gaze, stars
Line 3: day, bright, [R3]
Line 4: fog, white, [R4]

Line 13: know, youth, trust
Line 14: romantic, love, [R14]




2. Rhyme module

Rhyme Pair Generation:

o Obtain word pronunciation from a
dictionary R

o Rhyme Candidate Li<%?
o Including strict and slant rhymes
o Probability of generating rhyme

p(w g|context)

P (w ) _ > zcr P(x|context)
R s
0 , otherwise.

Jfwp € R

Title: A Retrospect

a. Content Planning
(trained on news and stories)

Line 1: recall, time, consider
Line 2: dark, gaze, stars

Line 3: day, bright, [R3]

Line 4: fog, white, [R4]

Line 13: know, youth, trust
Line 14: romantic, love, [R14]

b. Rhyme Pairs Generation

bl oR a0

Rhyme Scheme: ABAB CDCD EFEF GG
Line 1: spent, time, consider

Line 2: dark, gaze, stars

Line 3: day, bright, glitter

Line 4: fog, white, Mars




3. Polishing module

The outline is discourse-level coherent but less
vivid.
Imagery
o Data:
m <symbol, imagery> (e.g. < trophy, victory>)
pairs in the ConceptNet dataset
o Training:
m Finetune COMeT for imagery generation
o Inference:

m Randomly sample multiple nouns from the
outline (excluding the rhyme words)

m Predict their imagery
m Only make replacement for the two most

PR - [ R .

Title: A Retrospect

a. Content Planning
(trained on news and stories)

Line 1: recall, time, consider
Line 2: dark, gaze, stars

Line 3: day, bright, [R3]

Line 4: fog, white, [R4]

Line 13: know, youth, trust
Line 14: romantic, love, [R14]

b. Rhyme Pairs Generation
(the CMU dictionary)

Line 1: spent, time, consider
Line 2: dark, gaze, stars

Line 3: day, bright, glitter
Line 4: fog, white, Mars

|

c. Polishing for Aesthetics
(Imagery pairs, simile phrases)

Imagery:

Line 14: love > rose

Rhyme Scheme: ABAB CDCD EFEF GG .

Discourse-
level
Coherence

~— Aesthetics




3. Polishing module

Simile
o “adj like the figurative vehicle” (e.g.,
bright like diamond, sudden like a flash)
o Training: Use our in-house tool [1]

o Inference:
m Randomly sample multiple adjectives
from the outline (excluding the rhyme

words)

m Generate their figurative vehicles

m Only make replacement for the two
most confident generations
[1] Chakrab ty nerating similes effortlessly like a
pro: A style tranMéEproretfgr smﬁ@enerahon EMNLP 2020.
e bright like diamond (/x/x)
e shining like diamond (/xx/x)

Title: A Retrospect

a. Content Planning
(trained on news and stories)

Line 1: recall, time, consider

Line 2: dark, gaze, stars Discourse-
Line 3: day, bright, [R3] level
Coherence

Line 4: fog, white, [R4]

Line 13: know, youth, trust
Line 14: romantic, love, [R14]

b. Rhyme Pairs Generation
(the CMU dictionary)

Rhyme Scheme: ABAB CDCD EFEF GG

Line 1: spent, time, consider N

Line 2: dark, gaze, stars

Line 3: day, bright, glitter

Line 4: fog, white, Mars

]

c. Polishing for Aesthetics
(Imagery pairs, simile phrases)

~—— Aesthetics

Imagery:
Hine 3:—day—>-sun

Line 14: love > rose

imile:
Line 3: bright like diamond (/x/x)
Line 4: white like snow (/x/) _J




4. Decoding module

In order to write fluent and poetic
languages that meet the
meter-and-rhyme constraints ...

[Hokamp and Liu] ACL 2017
e Modified grid beam search:

O Meter constraints
O Keyword/Phrase constraints

O Sampling to boost creativity

Title: A Retrospect

a. Content Planning
(trained on news and stories)

Line 1: recall, time, consider
Line 2: dark, gaze, stars
Line 3: day, bright, [R3]
Line 4: fog, white, [R4]

Line 13: know, youth, trust
Line 14: romantic, love, [R14]

b. Rhyme Pairs Generation
(the CMU dictionary)

Rhyme Scheme: ABAB CDCD EFEF GG

Line 1: spent, time, consider )

Line 2: dark, gaze, stars

Line 3: day, bright, glitter

Line 4: fog, white, Mars

|

c. Polishing for Aesthetics
(Imagery pairs, simile phrases)

Imagery:
Line3:+—day->-sun
Line 14: love - rose
Simile:
Line 3: bright like diamond (/x/x)

Discourse-
level
Coherence

~ Aesthetics

Line 4: white like snow /x/)  _J
1

d. Sonnet Generation
(trained on news and stories)
Recall the time and having me consider,

ARARRQ©

Meter-
Constrained
Decoding
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Result

Training Data: 4,500 CNN news articles and 16,000 reddit stories
Baselines: Hafez, Fewshot-GPT3, Prosaic

Our models generate highly descriptive, vivid, and condensed text!

‘ B Haf
[y F“PB
Prosaic
B Zest w/o fig

W Zest
@ Human

Human Evaluatzn Results
4
) >

2

1
0

Coherence Originality Poeticness Emotion
Evoking

* The imagery and similes clearly represents traits of poems



Automatic Evaluation Result

Rhyme Meter Syllable Dist-2 Imagery
Hafez 98.3% 76.8% 95.7% 84.8 0.44
Few-shot GPT3 14.0% 17.6% 30.9% 85.3 0.48
Prosaic 100% 10.1% 19.0% 84.9 0.46
Zest w/o fig (ours) 100% 77.7% 98.6% 86.6 0.49
Zest (ours) 100% 75.6% 86.6 86.6 0.51

Human 94.6% 70.7% 81.8% 87.4 0.52

Automatic evaluation results for rhyme, meter, syllable checking, distinct scores, and
imageability. Best machine scores are underlined. Human performance is in boldface.
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A Computer Scientists’ Meeting
----- For NAACL 2022, Zest

-Upon arrival, morning meeting start,
-Attendees telling jokes and people laugh,
-Intense like fire, minds exchanged to heart,
-My peers and colleagues shaking hands with staff.

-Unreal like dreams but it's reality,
-A blessing goddess made the wise and good,
-Machines had flourished with humanity,
-Computers wondered how a creature should.

-Diligence was my terminology,
-As long as several breakthroughs got around,
-Our dream advanced with new technology,
-With best solution we have ever found.

-A meeting moment was a moment's spent,
-Scientists outpour research so that they invent.



Yufei Tian, Anjali Narayan-Chen, Shereen Oraby, Alessandra Cervone
Gunnar Sigurdsson, Chenyang Tao, Wenbo Zhao, Tagyoung Chung, Jing Huang, and Nanyun (Violet) Peng, ACL 2023

Unsupervised Melody-to-Lyrics
Generation
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Alexa, help me write a song!

&2 Alexa, | want to write a song for my daddy’s birthday. It's his
40" birthday next Wednesday. My dad has orange beards
and he likes to play games.

Great! Anything else you want to include?

10O

Oh yeah! Let him know | love himda taedyiea¥hbirthday
| hope your birthday is as happy as it can be
Sure, one moment. . We will celebrate with the games you like to play

A day of fun and laughter that's carefree
Even your orange beards would feel delighted

This song cannot express how much | love you
Please remember that | love vou to the moon



How does GPT-4 do on this task?

5‘.@ Compose a song verse for my father's birthday, set to the tune of "Mary Had a Little Lamb."

@ Certainly! Here's a birthday song verse set to the tune of "Mary Had a Little Lamb":

WEER)

Happy birthday to you, dear Dad,
You're the best we've ever had,

With a heart so kind and a spirit so free,

You mean the world to our family.

You always lend a helping hand,
In every way, you understand,
So here's to you, our love so true,

Happy birthday, Dad, we cherish you.

Feel free to adjust the lyrics to better suit your preferences or add more verses if you'd like!




How does GPT-4 do on this task?

Happy Birthday, Dad

" {.'.; (A /\ £3 /\ '.'.. /-\

&—+ T y T — t t 1 T T T 1 t 1 1 ]
ﬁ.) : ——+ = | — =H— = : : :
ITap - py birth-day o _\rouw Dad, Yo\ arc the bes w
5 e o 3 :
: : : : — ; ; : I = P
% j : : ; = ! : : i £
-t
¢ - ver had, With a heatrt so  Kind
o < o <
%; : ¥ : : i : : : e I i | i
- -‘L -~ -
free,  Youmean (he world o our fa -mi-ly, You al-ways
¢ i< s

I c ' ‘
1 1Y n 1
% ! —— ]
= 1 1 1 T
Y -l -

; : : : :
Tend a help-ing hand, in e - very way, you un - der - stand.



Formalizing The Task

Inputs:
1. A series of music notes as melody (M = {n1, n2, ...})

2. The intended title (T) and the keywords (K), which are
obtained from human users

Outputs:

' I with the melndv M and the
LyrICS that allgn c/‘l/[ary Had a Little Lamb

user-provided de Traditional

0H ,
Gir ==+ |=——=—-—"F——+ -+
Mar

-y had a lit - tle lamb, lit - tle lamb, lit - tle lamb,

5

An example of melody-aligned lyrics.



Challenaes and Previous Works
1. Data-Driven, Melody-to-Lyric[1][2][3]

[ yrcouput | [ Melody Output |

« Train from scratch. [ reoscoser | | Me.odytoecoder |
« Suffer from lack of paired

data. | rcerose | | e |

« Hard to model the mapping T ]

between melody and lyrics. | |
Figure 2: The qverall architecture (?f our SongMASS frme—
° N o co n t ro I Ove r th e CO n te n t . work. The red line means unsupervised pre-training on lyric-

to-lyric or melody-to-melody. The blue dotted line is super-
vised pre-training on lyric-to-melody or melody-to-lyric.

[1] Melody-conditioned lyrics generation with SeqGANs. Chen et al., IEEE International Symposium on Multimedia. 2020.
[2] SongMASS: Automatic song writing with pre-training and alignment constraint. Sheng et al., AAAI. 2021.
[3] icomposer: An automatic songwriting system for Chinese popular music. Lee et al., NAACL (Demonstration). 2019



Our Approach — An Overview

.

Melody (inference-time only)

Decoding constraints:

I
f
1
! |
1
1
1
!
1
1
1
L

1} music phrase !
segmentation,
. 2} rhythm alignment. |

e

Input

Title: In a Little
Spanish Town;
Genre: Jazz;
Salient words:
town, kiss, heart.

Plan

Keywords:
—/| Line 1: [Spanish, town], S

Line 2: [love, kiss],

Line 3: [heart soul], ...

?

opurucipeo-plein the ci-tyand allin the town,

love andall theten-der Kki-ssesbe-tweentwo of us,




Design Principle

e Circumvent the lack of melody-lyric paired data

* Train on lyrics data, plus word phonetics information (pure
text)

e At inference time, compile the given melody into
constraints to guide lyric generation

* Use constraints instead of melody-lyrics aligned data to
enforce the alignment.



Melody Constraints

e Constraint 1: The segmentation of music phrase should
align with the segmentation of lyric sentences
oﬁd&ry.&Hkulczl:#ﬂk Lamb

Iraditional

T I T T i 1
Mar - y had a lit - tle lamb, lit - tle lamb, lit - tle lamb,

e Constraint 2: Music rhythm should align with lyrics meter.
Shorter note durations are more likely to be associated
with unstressed syllables.

n J=80
§§?ﬁ=,j ——H - S=== 5 i_; 5 === * —
Compiled Constraints:
Segment 1:[0,1,0, 1,0, 1, 0, 1], Segment 2: [0, 1,0, 1, 0, 1]
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Melody-Constrained Decoding

® Constrained decoding for melody-lyric alignment

® Retrieve pronunciations from the CMU dictionary

B E.g.amazing [ [AHOMEY1ZIHONG] 171010

® Check if satisfy the rhythm alignment constraints

B Hard Constraint (a = 0) & Soft Constraint (0O<a<1) & No Constraint (a = 1)

p(’wz) 2 if w; satisfies rhythm alignment,

ap(w;), otherwise.



Example results

Title: Happy birthday, Dad More songs in demo page:
Melody: Mary had a little lamb https://sites.google.com/view/lyricsgendemo

Genre: cIaSS|CI{g>pCp|§, Birthday, Dad

Our Model

J=120
¢ ¢ G ¢
A
g ; —
E== = =
IIap - py bicth-day to you dad, youand I, ce - le-brate,
, ¢ ¢ I ¢
yol
¢+ —
ii '—.J_-.l_J—l_ ) E— S— T .‘JI.
All the me-mo - ries ol (hat day  we would che - rish thern,  Now
g [ [ G «
—
cake andcan - dle for the joy, Love is here, for a hug,
TR IS G «
' 4 n n n n T 1 |
%_i — —— ] ] 5 = ] ] — i
) | S— —— J_l_“—l.l

Fv - ery-where is filled with love to - ge-ther we are  one.



_HJ_Lman_Eludlstailan_E.&..ll's

SongMASS: SOTA song writing system Setup
trained with parallel data
* GPT-2 finetuned on lyrics « 20 melodies, 100 songs

e Lyra w/o rhythm constraints o )
* Each melody can pair with multiple user

e Lyra + soft/hard rhythm constraints

Avg Scores
Now & o8
w o w

N
o
L

W
%)
L

o
L

I I!Jutb
- I;Io%lg dn . GPT-2 (title-to-lyrics) B Lyra w/o rhythm B Lyra w/ hard rhythm Lyra w/ soft rhythm . Human

Singability Intelligibility Coherence Creativeness* Rhyme Overall
\ J \ ]

I\/Iusic'ality Quallty of text
The comparison between baselines I VS I shows incoherent texts reduces singability & intelligibility
I shows the efficacy of our plan-and-write with syllable control
& I shows the efficacy of rhythm alignment
Soft rhythm constraint I is better than hard rhythm constraint I in terms of overall quality.

HwnN e
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How to model the search space?

Unknown

Zp(& | 8t,a;) =1, where0 < p(& | s4,a4) < 1 next state

e Constrained-generation

o  Optimize models to satisfy constraints
o AFFGEN
o  Yufei’s lyrics papers

e Incorporate (human) prior knowledge/workflow

o  Discourse-level planning
m  Plan-and-write & Aristotelian writing
m  Are LLMs capable of generating human-level narratives
m  Briefly mention DiscoSum and IR4Journalism

o  Autonomous exploration? Skill learning?

m Briefly mention R2D2 and other agent works



Lili Yao*, Nanyun Peng*, Weischedel Ralph, Kevin Knight, Dongyan Zhao,
and Rui Yan, AAAI 2019

Plan-And-Write: Towards Better Automatic
Storytelling
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Story Generation Given Titles

W|tho_ut Storyline Title: gymnastics _ _
Planning With Storyline Planning

Story (generated): Storyline (generated): wanted ->
decided -> class -> practiced -> well
| wanted to learn how to draw.

Story (generated):

So, | decided to go to the gym. | wanted to be a gymnast.

| went to the local gym. | decided to learn how to do
gymnastics.

| got a lot of good grades.

| decided to take a class.
| was very happy.

| practiced every day.
| was able to do well on the class.

Yao et al. (AAAI 2019). Demo: http://cwc-story.isi.edu/


http://cwc-story.isi.edu/

Plan-and-Write Overview

Title

[Spaghetti Sauce] —_—

@n amic /—\ \
{ Planning ]—P[ Writing ]

Generated Story

(o

2

Tina made
spaghetti for
her boy friend.

&

The planning component generates storylines from titles.
The writing component generates stories from storylines

and titles.




Plan-and-Write Hierarchical Generation

® The benefits of the storyline
O Having a big picture.
O The ability to model “what happens next” rather than “what’s the next word”.

O More fun interaction and control.

® The challenges of incorporating the storyline
O How to get the storyline?

O How to use the storyline?

Yao et al. (AAAI 2019). Demo: http://cwc-story.isi.edu/


http://cwc-story.isi.edu/

No Annotation”? Extracting Storylines

Title: christmas shopping
Story: Frankie had christmas shopping to do.

She went to the store.

Inside, she walked around looking for gifts.
Soon her cart was full.

S i | took her thi |

steryline dinsupaiised axtsaction)word Extraction)
Feamkie. -> store -> gifts -> cart -> paid
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Incorporating Storylines

Static Schema Dynamic Schema

()

s ll

A
| Al

At each plan step, we model P(li/t.li:i—1) At each plan step, we model P(Li/t, S1:i—1,11:i-1)
At each write step, we model P(Si/tli:n, S1:i-1) At each write step, we model P(s:/t, S1:i—1,11:1)
The probabilities are computed by The probabilities are computed by some
standard language models and sequence specifically designed fusion-RNN cells.

to sequence with attention models.



Generation Results

Without Storylinﬁﬂe: the lost

Planning

phone . .
ith Storyline Planning

Story (generated):

When | was a kid, my
parents took me to the mall.
| was looking for a new pair
of shoes.

| found a pair that | really
liked.

Storyline (generated): phone ->
realized house -> was -> looked
-> found

Story (generated):
| was looking for my phone.

| realized it was in my house.
| wasn't sure where it was.

| looked everywhere.

| found it in the back yard.

| bought them and 100K




Automatic Evaluation of Repetition

* Inter-story repetition: how much different stories look like

each other?

* Intra-story repetition: how much different sentences in a

story look like each other?
96
94
92
90+
88
861
84+
821

Inter-story repetition rates

Y%

18-
16
14
12
10/

84

64

- |INC-52S

Cond-LM
= Dynamic
== Static

Intra-story repetition rates



User Preferences

Static vs. Language Model Dynamic vs.
Incremental-Seq2Seq
Static LM Dyna. Seq2Seq
Fidelity 38.5% 16.3% 35.8% 12.9%
Coherence 39.4% 32.3% 37.2% 28.6%
Interesting 39.5% 35.7% 43.5% 26.7%
Overall 40.9% 34.2% 42.9% 27.0%

The human study is conducted on Amazon Mechanical Turk (AMT). 233 users
were participated in the study.



eischedel,

Nanyun (Violet) Peng

Content Planning For Neural Story
Generation with Aristotelian Rescoring
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Setup & Motivation

Prompt: Earth has gained a new season, unlike anything currently known.

Human Written Story:

Giant concrete monoliths peaking as high as mountains across the desert
plains. Fire and sand whipping across night and day, day and night.

You can't sleep there. Every night, the sound of fire etching away at the
walls like some schizophrenic in a jail cell. Getting closer, and closer, and
closer.

Waking up in cold sweats. The light from the fire is too bright. Can't

Brer E@? owtbl%rt‘oprgo f%h E”f) TRgLagdf.Stoo hot. It'll fry your lungs, 301
scorch your skln and me t your hair. We found that out the hard way.

We're not scientists. Just slaves. Trapped in concrete cells, lined with lead



Setup & Motivation

Prompt: Earth has gained a new season, unlike anything currently known.

Generated (BART) Story*:

| was in my bed, in my own room, in the middle of a forest, when the world
stopped. It was the first time in my life that | had felt | had a sense of
peace. My family and me, myself, were gone, we had all been taken from
us. The only thing our family had left were the three children and my

world, but my wife and | were the only survivors. There were we, the three
of us. But ourselves, our children were all gone. And the only reason why

it Bnd [our. fatnity s brdiv édwdsdbecause ours had become ourselves.....
No longer were you and | to be each other. Now we were just two. All our

”~ | - | 41 VN 1



It was the first time in my life
that | had felt | had a sense of peace.

[ my wife 3pd+WEre the only survivors. ]

[ The only thing our family had left were ] _/

the three children and my world

[ There weWhe three of us J

[ Now we were just two ] /
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It was the first time in my life
that | had felt | had a sense of peace.

[ my wife 3pd+WEre the only survivors. ]

[ The only thing our family had left were ] _A/

the three children and my world

[ There weWhe three of us J

[ Now we were just two ] J
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Story Structure

Surface
Reall ation

Plot
[ Prompt —)[ Story }

Yao et al. (2019) Plan-And-Write, Martin et al. (2017), Fan et al. (2019) 305

PIanmng



https://arxiv.org/pdf/1811.05701.pdf
https://arxiv.org/pdf/1706.01331.pdf
https://arxiv.org/pdf/1902.01109.pdf

Plot Structure Representations

<AO> entO <Al> entO eyes
<AO> to entO
<AO> entO
<Al>
<AO> entO ears
<AO> the hunger <Al1> gone
<AO> Confusion <A1> mind
<AO> ent0 <Al> ent2

<Al1l> entO <A2> a nearby puddle

<AO> entO

| opened my eyes. Looking to my , | found that
were now neatly clipped. My ears flopped on either side of my
head lazily, too soft and formless to hunt properly. Most of all, the
hunger was gone. Confusion clouded my mind and | tilted my head
instinctively. | approached a nearby puddle and looked in.

Fan et al. (2019)

Storyline Carrie — bike — sneak — nervous —
(Extracted) leg

Story Carrie had just learned how to ride a
(Human bike. She didn’t have a bike of her
Written) own. Carrie would sneak rides on her

sister’s bike. She got nervous on a
hill and crashed into a wall. The bike
frame bent and Carrie got a deep gash
on her leg.

Yao et al. (2019)

Input (Previously Un- | Extracted Event(s)
seen)

He reaches out to Re- (male.n.02 get-
mus Lupin, a Defence | 13.5.1 (@ <NE>0),
Against the Dark Arts | (ORGANIZATION
teacher who is eventu- say-37.7-1

ally revealed to be a | monster.n.01 @)
werewolf.

Martin et al. (2017)
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https://arxiv.org/pdf/1902.01109.pdf
https://arxiv.org/pdf/1811.05701.pdf
https://arxiv.org/pdf/1706.01331.pdf

Example Story and Extracted Plot

Prompt: Earth has gained a new season, unlike anything currently known.

Human Written Story: [UNK] by fire and
sand whipping across night and day,
day and night. [...]

Waking up in cold sweats. The light
from the fire is too bright. Can't
breathe on the tops of the walls. The
air is too hot. It'll fry your lungs, scorch
your skin, and melt your hair. We found
that out the hard way.

We're not scientists. Just slaves.
Trapped in concrete cells, lined with
lead to keep the radiation out, to keep
them out

Extracted Plot: <A1>ent 1 and sand <V>
whipping </s>[...]

</s></s><A0> ent 2 <V> fry <A1> your lungs
# <A0> ent 2 <\/> scorch <A1> your skin # <AO0>
ent 2 <> melt <A1> your hair </s> <A0> ent 3
<V/>found <A1> that </s> </s> </s> <V/>
Trapped <A2> lined with lead to # <V> lined
<A2> with lead # <\/> keep <A1> the radiation
<A2> out # <V/> keep <A1>them <A2> out...



Plan-And-Write with Pretrained LMs

The light <v> filled the

Write the most sky A bright flash <Vv=> lit
beautiful end to _ <V> began to grow
the universe that the stars <VV> grow <V>began
you can imagine ent 0 to fade

&
I
I

PROMPT TO PLOT
{BART)

It was the end of the universe. The
light Tilled the sky. The galaxy. All the
light in all the worlds, and all the
stars. A bright flash all the
galaxies began to fade

'
I
I

PLOT TO STORY
(BART)

Plan-And-Write: [Y,P, W, K, Z, Y] AAAT 2019

BART: [LL,GG

M,L,S,Z] ACL 2020



Improving Story Plot with Aristotle’s Poetics

® The elements of story in order of importance.

O

O
O
O

* We focus on the planning step

Event choice and arrangement (Plot)
Character
Relevant content (Thought)

Diction
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Our Framework

The light <v> filled
A bright flash <V> lit

Write the most
beautiful end to
the universe that
yOou can imagine

sky
<V> began
the stars <V> grow
ent 0

3

|
|
]

PROMPT TO PLOT

(BART)

the

to grow
<V>began
to fade

7 -
I
I

PLOT TO STORY
(BART)

It was the end of the universe.The

_ | light filled the sky. The galaxy. All the

light in all the worlds, and all the
stars. A bright flash all the
galaxies began to fade



Training Rescorers: Event - Inter Shuffle

Prompt: People gather around a campfire to tell the story of a legend ,who actually sits
among them

Positive Negative

ent O orange glow stood ent <A1> ent 3 <V> emanating <A2>ent 3 </s>
6 night ent 8 grew quieter, darker
<A1> ent 3 <V> emanating <A2>ent 3 </s>

ent 2 felt the cold ent 2 ent 5 some ent 5 came
their backs ent 2 faced ent a bearded, old man drawing
3 ent 2 eyes stayed ent 11 close ent 13
upon the saving light ent 4 burn 311
stared orange glow ent 1

sat ent 1 paralyzed



Training Rescorers: Event - Intra Shuffle

Prompt: People gather around a campfire to tell the story of a legend ,who actually sits
among them

Positive Negative
<AO> ent 2 <V/> felt <A1> the cold <A2>ent2 <AO> <\V> <Al> # <A0>
their backs # <A0> <\V> <Al1> ent 2 <V> felt <A1> the cold <A2> ent 2
</s><Al1> ent 2 eyes <\/> stayed <A2> their backs </s>
upon the saving light # <A0> ent 4 <V/> <AO>ent 4 <\V/> stared # <Al>ent 2 eyes
stared </s>... <V> stayed <A2> upon the saving light
</[s>...

312



Training Rescorers: Event - Verb Shuffle

Prompt: People gather around a campfire to tell the story of a legend ,who actually sits

among them

Positive
ent9 roamed the woods
ent9 consumed ent 6 of the
night The wind began
to blow with cold intention The wind
blow ent 7 danced
ent 7 shimmered moonlight

began

Negative

ent9 consumed the woods
ent 9 roamed ent 6 of
the night The wind
shimmered to blow with cold
intention The wind began
ent 7 danced ent 7
blow moonlight began ...313



Performances of the Classifiers

* Three different event shuffle strategies
* inter-sentence shuffled events
* intra-sentence shuffled events

veribrshukilerevents T XGB T NN [ RoBERTa
Relevance 55.2 56.0 89.3
Entity 64.1 76.0 92.3
Inter-Shuffled 55.4 53.0 96.6
Event Intra-Shuffled 58.5 75.0 97.3
Verb-Shuffled 76.1 75.0 95.8

Test binary classification accuracy of three different models on three
aspects of Aristotel’s Poetic theory.



Incorporating the Rescorers
Mixture Weight Training & Ranking Accuracy

Rescorer RAT | VVT1T | Et

All 5 0.43 2.07 7.15
All 4 (-intra) | 0.35 1.72 8.78
Inter-event 0.37 1.76 8.87
Intra-event 0.16 2.01 6.58
Verb-event 0.15 1.66 8.89
Entity 0.17 1.68 9.18
Relevance 0.17 1.71 8.89

Table 3: Ranking accuracy (RA) and generated plot
metrics i.e Verb:Token ratio (V:T), Entities(E) for
rescorer ablations

m |Al

ix,2z) = Z —logp(z|z < i,x) + Z)\ja]‘(x,zimm)

% J

BART RoBERTa

Qaj (X: Zi...m) =Dy (lp()5|x: Zi...m)

315



Naive Plot vs. Aristotelian Plot

Prompt: Earth has gained a new season, unlike anything currently known.

Naive Plot: <A0> ent 1 <\/> see </s>
<A0> we <V> know <A1>ent 0 #
<A0> we 've <\/> seen </s> </s>
</s> <\V/> said <A0> ent 4 </s> <A0>
We've all <\V/> seen <A1>ent 1 </s>
<A0> 1| <V> mean # <A0> ent 2 <\/>
know </s> <A0> You <\/> know #
<A0> I've- <\/> seen # <A0> you <V/>
seen- # <A0> We <V/> see <A1> ent
2 </s> <A0> the first one <\/> see #
<A1> we <\V/> been <A2> ent 2 of our
species </s> </s> <A0>you'<V> 5

e om omm s AN oD 'L o oo N AV oL

Aristotelian Plot: <A1> <A0>ent O
<V> thought </s> </s> </s> <A0> ent
3 the planet Earth <V/> lived <A1> a
long and happy life </s> <A0> a
species <\/> survive <A1>ent0's
harsh environment </s> <A0> The
humans <V> survive </s> <A0> the
first <VV> notice <A1> it </s> <A0> we
<V> see <A1>ent 1 </s> </s> <A1>
ent 2 <\/> grew </s> <A1> The sun
<V/> shining </s> </s> <A2>ent 3
<\/> covered <A1>ent 7 </s> </s>

P Y A Ry S G [ PR R o



Generated Story from Aristotelian Plot

Prompt: Earth has gained a new season, unlike anything currently known.

® The Earth is more beautiful than it thought! It's the most beautiful planet.

The sun was shining bright, and the air was crisp, yet the air itself was cold.
Everything was so bright. It was the perfect day for earth to be beautiful.
Everyone on the planet Earth had lived a long and hap&gx life, this planet has
been home to the human race for thousands of years. The humans were a
species that had been able to survive through Earth’s harsh environment.
the humans could survive in these harsh conditions. But one day Earth had
a new life, and we were the first to notice it. In the middle of the night, we
could see something, a small, dark cloud. A small, white cloud, it’s size was
almost invisible. Then that cloud grew. And it grew... The sun, shining
bright.. There was no sun. All the light was black and it covered the sky.
Every day the sky was a dark blue. No matter the time of day, it never
seemed [ike the perfect time, it was a beautiful day. For a new season to
begin. Yet no one could know why. Why did we not have a new cycle?”



Evaluation Setup: Filter ~%; of set

Train Prompts

invades
w the

An alien invasion happens during an alien A reverse
invasion . a alien pla

aliens .
You are defending your home world from
the alien invasion . The aliens are from An alien i ien
Planet Earth . You are not . technolog erent to

Write an alien invasion story as us as the

aliens. A alien invasion somehow managed to

cripple the younger generations preventing
Tell the story of how a baby stopped an them from fighting back . Now itisupto
alien invasion. the forgotten, old and infirm to fight back .

You are taken prisoner in an alien invasion



Human Evaluation — Likert ratings

Data Selection: We randomly sample 110 prompts from a filtered
version of the test set. Focus on-overa 1+ eru—aJ-lt-v-aﬂeI felevance.
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GUAN ET AL
(2020) *

MAO ET AL
(2019)*

PROMPT TQ

STORY \

NAIVE PLOT

ARISTOTELIAN
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Inconclusive!

Likert ratings for all 5 systems scored together. O represents OveraII R
represents Relevance, solid bars are median, dots are mean. * denotes
systems with significant differences (a <0.05 Wilcoxon signed-rank test).



Human Evaluation — Pairwise Comparisons

D ARISTOTALEAN PLOT l:l PROMPT TO STORY D NAIVE PLOT
\
80 80
— RELEVANCE

70 PAIRWISE 70 PAIRWISE
60 60
50 50
40 40
30 30
20 20

PROMPT TO STORY  NAIVE PLOT VS PROMPT TO STORY  NAIVE PLOT VS

VS ARISTOTALEAN  ARISTOTALEAN VS ARISTOTALEAN  ARISTOTALEAN

Pl OT Pl OT PI OT Pl OT

Pairwise win rates for the Aristotelian Plot system and two best baselines.
The differences are significant (a < 0.05) per Wilcoxon signed-rank test.



The limits of demonstrations

° Demonstrations are few

e Demonstrations provide only sparse insights of the search space



Rewards guided Training



Al-Slop to Al-Polish? Aligning Language Models through
Edit-Based Writing Rewards and Test-time Computation

Attempts toward



